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Editorial

Green Energy: Due to the rapid urban and industrial development, deforestation, forest fires,
enormous increase in the use of diesel and petrol-based vehicles, the atmosphere is overloaded
with carbon dioxide and other greenhouse gaseous emissions released from these sources. These
accumulated gases above the earth’s surface act like a blanket and trapping the heat. As a result,
not only increasing the earth’s temperature but also causing frequent storms, drought situations,
sea water level rise, and extinction. If attempts are not been made to minimize the release of these
monster gasses into the atmosphere, the global atmospheric temperature will go on increasing year
on year. Recent reports indicate that this year alone several hundreds of people died due to heat
wave in India and abroad. Hence, there is an urgent need to opt green technologies or sustainable
technologies, to produce green energy. Green energy is also called as clean energy which does not
release carbon emissions into the environment. Green energy is important because it provides a
sustainable and environmentally friendly solution to our energy needs, reducing carbon footprint
and mitigating the adverse effects of climate change.

Natural resources used to produce the green energy are sunlight, wind, water, tides, geothermal,
biomass, etc. While producing the energy from these sources, no particulate or gaseous contaminants
are added to the atmosphere unlike from the coal based thermal power plants. Geo-thermal and
biomass plants release some air pollutants but much lower.

Some of the important benefits of green energy are to combat the climate change by producing
significantly less greenhouse gas emissions, can potentially improve public health, leads to cleaner
water and air, improves economic growth, more employment throughout in renewable energy
industries, can bring down the prices of coal and natural gas, has lower maintenance requirements.

Few disadvantages of green energy are more expensive than traditional energy sources due to the
cost of equipment and installation, some sources of renewable energy have geographic limitations
and also depend on weather, atmospheric conditions to function, some sources require huge land.
Hydroelectric power plants need enough rainfall to fill the dams, wind turbines require wind
blowing atleast at a minimum wind speed, solar panels need skies to be clear and filled with enough
sunshine. Despite all, require less maintenance and long-term benefits.

Green energy is not just an alternative - it’s a necessity.

New Delhi Editor

30™ April 2024
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ABSTRACT

In this review, an overview of current developments in the design of 5G antennas is presented. The sub-6 GHz
frequency band techniques that are employed to improve efficiency, isolation and channel capacity are the main
subject of the study. Putting up more antenna in a Multiple Input Multiple Output (MIMO) array can potentially
lead to benefits such as efficiency increases of as much as 85% and improvements in capacity exceeding 50b/s/Hz
in the sub-6 GHz band, according to research.. Antenna designs for millimetre wave frequencies are also explored,
and a comparative study of the performance of several antennas is offered.

KEYWORDS : Antenna, 5G, Mutual coupling, Isolation.

INTRODUCTION

here is an increasing desire for faster data rates,

enhanced efficiency, and greater flexibility when
compared to fourth-generation (4G) networks, which is
driving the transition to the fifth generation of mobile
systems, which is known as 5G. Wideband, small, and
able to handle MIMO systems are the requirements for
antennas used in 5G networks. When compared to the
lower-order MIMO systems that were utilised by 4G,
the technology referred to as multiple input multiple
output (MIMO) plays an essential part in 5G. This is
because it improves data speeds, channel capacity, and
spectral efficiency. However, the difficulty occurs when
placing a high number of antennas inside the restricted
area of mobile devices, which might lead to a reduction
in MIMO performance [1]. To achieve optimal MIMO
performance, it is imperative to strengthen the isolation
between the various components of the antenna.

www.isteonline.in  Vol. 47
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Spectrum that is being contemplated for use in 5G
installations includes lower bands of frequency (sub-6
GHz) and higher bands. Bands such as 3.40 - 3.80 GHz
are utilised by nations in Europe, the United Kingdom,
and Germany. The range of frequency from 3.30 to 3.60
GHz is used in China and India. Several research studies
have looked into the possibility of using the unlicensed
5150-5925 MHz band, which is located in the sub-6
GHz spectrum, as a viable band for fifth generation.
The larger frequency bands for 5G adopts bands such as
24.25-27.50 GHz, 26.50 - 27.50 GHz, 26 GHz, 37-37.6
GHz, and 37.5-42.5 GHz, which are implemented by
different nations. The 3.5 GHz band and the 26/28 GHz
bands are both examples of pioneer bands that are now
under consideration [2-3]. There is also the possibility
that 5G might make use of frequencies that are higher
than 60 GHz, including the ranges 53.30 - 66.5 GHz,
55.40 - 66.60 GHz, 56.60 - 64.80 GHz, 57.00 - 64.00
GHz, and 57.00 — 65.00 GHz [4].
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SUB-6GHZ RANGE ANTENNA DESIGN

This article explores a variety of S5th-generation
antenna designs operating in the sub-6 GHz band. The
decoupling of the various antenna components is an
essential step that must be taken in order to guarantee
the correct operation of MIMO systems. Techniques
like as parasitic elements and electromagnetic band gap
structures have showed promise in improving isolation
between elements. However, these techniques can also
bring additional complexity and a loss of efficiency.
Because a literal
separation in space between individual antenna parts,
there is a cap on the total number of antennas that can
be incorporated into mobile terminals. MIMO antenna
arrays are a solution that has been suggested in [5] and
[6] to overcome these difficulties.

space decoupling necessitates

An antenna array design is shown in [5] that is
accomplished of decoupling components without the
use of any further decoupling structures. The design
has an Envelope Correlation Coefficient (ECC) that
is < 0.05 dB, efficiency that is > 62%, and isolation
that is greater than -17.5 dB. A circular isolator isolates
the antenna components in [6]. Decoupling devices
are unnecessary. The structure is 50 millimetres by 50
millimetres by 1.6 millimetres and operates at 3.40—3.80
gigahertz on a FR4 substrate. A diversity performance
is demonstrated by the antenna, which has an ECC that
is less than 0.08 and isolation that is less than -12 dB.

An ultra-wideband antenna was created in [7] to
complete requirements for 5G wireless networks that
call for large data transfer speeds. The antenna has a
unique antipodal structure that looks like a windmill,
and this shape enables it to behave wideband. The
frequency range that the suggested antenna can cover is
between 4 and 10 GHz, and its highest gain is 5 dBi. In
addition, Antenna design has been improved to make it
possible to increase the frequency range from 10 GHz
all the way up to more than 150 GHz, which results in
a fractional bandwidth of 175%. The total gain is still
measured at 6.4 dBi, but the research does not look at
an antenna array that has the same topology.
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The range of frequencies in which an ultra-wideband
2x2 MIMO antennas is developed to operate is 2 GHz
to 12 GHz [8]. This makes it possible for the antenna
to span the whole sub-6 GHz band used by 5G. On a
Rogers 5880 substrate, the antenna array design makes
use of two asymmetric F structures that are connected
by a compact defective ground. The mutual coupling
is below 20 dB, the bandwidth is 143.2%, and the
optimum gain is 4.8 db.

Massive MIMO is widely regarded as one of the
most important technologies that will contribute to
the development of 5G. In [9], a 10-element MIMO
antenna array is constructed. This array operates at 3.45
GHz and is made of six monopoles with a length of 0.4
and four L-shaped slots with a length of 0.25. These
two varieties of antennas are arranged in an alternating
pattern on a substrate. The MIMO antenna array has a
span of frequencies 3.30 - 3.60 GHz, an isolation of
superior to -11 dB, and a channel capacity of 48-51 bps/
Hz. It works in this frequency range.

4G / 5G ANTENNA DESIGN

Anew design procedure in antenna design is the creation
of antennas that work on both 4G as well as 5G bands
at the same time. This section discusses a few of these
designs.

, M A g
L
M| v lglll:d manapake
fie :"-'I"'; e '='I-=- o PP
o e 1 a1t

[ L
gap-coupled loop branch  Neotralization line

Fig.1 MIMO antenna array (Multiband) with neutralized

lines [10]
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The article [14] presents a proposal for a single ring
slot multiband antenna that is suitable for use in 4G/5G
smartphone applications. A metal rim that has a slot
that is 2 mm wide is included in the framework. It is
possible to adjust the configuration of the antenna so
that it can cover the 4G frequencies (820 - 960 MHz
and 1.710 — 2.690 GHz) by adding grounded stubs
and a DC regulating circuit. A MIMO slot antenna
arrangement is being proposed as the means by which
the 5G frequency band (3.4-3.6 GHz) may be covered.
A level of isolation more than -13 dB is displayed by
the MIMO antenna array, and the envelope correlation
coefficient is not greater than 0.1 dB[15] outlines the
construction of a space-saving antenna that consists of a
loop in the shape of a U and an inserted slot in the shape
of a T with an open end. The 4G bands (790-990 MHz
and (1700-2700 MHz) can be covered by this antenna,
as can the 5G band (3.2-3.7 GHz), although it cannot
create an antenna array.

An antenna array that is made up of eight monopole
antennas is stated to cover the 5G band (3.40 - 3.60
GHz) in the publication [16]. The same paper describes
the coverage of 4G frequencies (0.824-0.960 GHz
and 1.710-2.690 GHz) utilizing a bent shorting out

www.isteonline.in  Vol. 47
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strip with a 6.8 nH chip inductor. A protruded ground
plane provides upper band decoupling and lower band
impedance matching.

[ — -Ei-‘i_ l=rmem thick FR4
T 1L e A substrite i
'?-1"__"- :_"‘!-...-—:-“—r"" _;‘.‘:'! syRbem cirew
5 e

1-rrom twick FR4

L Bubslrate
B F (TS | mm' )

unit: {mmy}
Coupling line *
4=l mmo)

Fig.3 a) design and b) model of MIMO array [13]

The aforementioned reference [17] describes a
multiband slot antenna array intended for use with
the latest generation of 4G and 5G smartphones. The
MIMO architecture may operate at frequencies ranging
from 3.45 to 4 GHz, 2.5 to 2.7 GHz for the 4G band,
and 4.93-5.73 GHz. By positioning the antennas such
that they are in each of the each corner of the PCB,
isolation levels of more than 17 dB may be achieved.

The information in Table 1 makes this abundantly
clear, Antenna designs that do not include a decoupling
component, such as those shown in [5] and [6], provide
higher isolation and channel capacity. However, as
shown in [10], [11], and [12], increasing the number
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of antenna components results in higher efficiency but
poorer isolation by only 12 dB. The difficulty comes
when attempting to fit more antennas into a smaller
space, which results in mutual coupling between
the antennas. Therefore, it is necessary to make a
compromise between the amount of isolation and the
total quantity of antennas.

Table 1 Parametric comparisons of various antenna
systems

E % s 3| & ; : g E
ss|f3|28 5| ¢ | 2|8 =
i = g E z
[5] 34 g =62 0.05 = 3G m
36 175 mobile
handsets
[6] 34 4 =4 0.08 =12 3G
is wireless
commumica
tion
application
[10] 34 ] 41-72 =0.08 =11 5G mobile
36, and and 5 handset
48, 40-85 0.05
31
[11] 34 12 41-82 =0.15 =12 5G MIMO
38, and and for
5.15- 7-79 01 mobile
3.925 handsets
[12] 34 10 42-65 =0.15 =11 Sub 6GHz
38, and and MIMO
5.15- 62-82 0.05 smartphone
3.925

On the other hand, [13] and [14] demonstrate that using
approaches that include dual polarisation can improve
isolation, albeit at the expense of a minor decrease in
efficiency. Dual-polarized antennas have the potential
to increase isolation, but they typically result in a
decrease in efficiency. In conclusion, references [14]
and [16] outline the features of 4G/5G antenna designs;
however, they do not give any more specifics.

CONCLUSION

We have included a complete evaluation of antennas
with single element and MIMO for 5G wireless
communication in this article that we hope you will find
useful. Within the sub-6GHz frequency range, we have
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provided a rundown of how antennas function when
configured in both single-band and multiband setups. In
addition to that, we have gone through a few different
antenna arrays that are able to operate in the millimeter
wave region.

Recent developments in MIMO antennas operating
in the sub-6GHz frequency band have mostly centred
on improving the isolation between nearby antenna
components in order to accommodate higher data
rates. In order to accomplish this objective, a number
of strategies, including neutralisation lines, slot lines,
various types of polarisation, and the use of parasitic
components, have been utilised. On the other hand,
antennas intended for use in the millimetre wave range
have been developed with the goal of maximizing gain.

In addition, we have carried out a comparative
investigation of the performance of a number of
different antenna designs operating in the sub-6GHz
frequency band. It is interesting to note that our research
has uncovered the fact that antenna designs may still
maintain great isolation despite the absence of any
decoupling structure, furthermore to high efficiency and
channel capacity.
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ABSTRACT

Diabetic retinopathy (DR) is the predominant disease in India, characterized by occluded blood vessels in the
retina that result in diverse symptoms, such as visual impairment and potential blindness. Nevertheless, there exist
efficacious solutions. Adequate diagnosis, timely treatment, and essential skills can prevent over 50% of blindness
occurrences. Diabetic retinopathy can result from various forms of diabetes, such as Gestational diabetes, Type
1 diabetes, and Prediabetes. Greater risk is associated with prolonged duration of diabetes. Diabetic retinopathy
will impact over 50% of individuals diagnosed with the condition. The illness progresses through three primary
stages: No Diabetic Retinopathy ,Proliferative Diabetic Retinopathy, and Non-Proliferative Diabetic Retinopathy.
Ophthalmologists frequently employ fundus photography images to identify phases in their patients. Consequently,
there exists a notable disparity across the various kinds of diabetic retinopathy (DR) in the collection of fundus
images. The data preprocessing is done on IDRID dataset using CLAHE,Data Agumentation and Dimensionality
Reduction methods.

This research article presents a comprehensive analysis of identifying several phases of DR by the utilization of
advanced DL (Deep Learning) and ML (Machine Learning) techniques.

KEYWORDS : PDR, NPDR, Machine learning, Deep learning, Fundus images, Convolution neural networks,
Diabetic retinopathy.

INTRODUCTION societal impact recommendations. Early identification
of DR can prevent progression to the PDR stage,
which is associated with vision loss and blindness. his
study aims to categorize the various stages of visual
impairment and offer therapies to halt its advancement
when identified in its first phase. In terms of economic
consequences, diabetes can result in financial losses
due to the costs associated with drugs, ongoing blood
sugar monitoring, the detection of retinal abnormalities,
and other related expenses. In comparison to other
countries, the economic status of individuals in nations
such as India is less advantageous.

Diabetes is a chronic condition that can lead to
a person’s death. In addition, as stated by the
World Health Organization (WHO) [11], diabetes cases
increased from 108 million in 1980 to over 400 million
in 2014. A comparative analysis has been conducted
on medical factors causing blindness in diabetic
retinopathy (DR). The data confirms that the prevalence
of DR is rising more rapidly in small and mid-income
nations as compared to high-income countries.
Identifying and detecting risks can help reduce the
number of individuals requiring medical intervention.
DR stage classification can be utilized to help society in ~ Types of Diabetes

the prevention of vision loss in people with DR, as per sType 1: Type 1 Diabetes arises when an individual’s
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immune system fails to generate insulin cells. Over 5%
[12] of those diagnosed with diabetes suffer with type 1
diabetes. This stage of diabetes can occur at any age but
is most prevalent in young adults and children.

Type 2: Your body exhibits insufficient insulin
production [12] or inadequate cellular response. This
form of diabetes is the most widespread. While primarily
affecting adults, it can also pose a risk to youngsters.

Prediabetes: The blood glucose levels are elevated,
surpassing the typical range, but they do not reach
the threshold for diagnosing this particular form of
diabetes..

Gestational: This condition is commonly found in
pregnant women and typically resolves after delivery
Women diagnosed with Gestational Diabetes are at a
heightened risk of developing Type 2 diabetes.

Prolifer ative disbetic
retinopathy

Non-proliferative
diabetic retinopathy

Rorrral Reting

Optic
ReM BOod parye

WHRSEE

Apnprmad blgod
vesgalg

Hard exudates

Figure 1. Stages of Diabetic Retinopathy[25]

The optic nerve governs the sense of sight. The
extension refers to the continuation of your spinal
cord and neural networks of the brain. The optic nerve
conveys visual stimuli from the eyes to the brain. Your
brain processes the sensory information to facilitate
the sense of seeing. The macula, a region of the eye,
is responsible for processing your visual perception,
namely the objects and images that are directly in your
line of sight. Having a clear vision is crucial. The region
refers to the circular area located at the central part of
your retina, at the back of your eye. The fovea centralis,
a slight indentation in the neurosensory retina, exhibited
the maximum visual acuity score, which quantifies the
eyes’ ability to perceive various details at a specific
distance. The central region of the structure houses the
macula’s fovea, which governs the process of central
vision.
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An aneurysm is a localized dilation that occurs in an
artery due to a constriction in the outermost layer of
the blood vessel, typically at a point of branching.
When fluid flows through a blood vessel that has
become weakened, elevated blood pressure causes a
small piece to protrude outside. Retinal hard exudates
are frequently observed in individuals with diabetic
retinopathy. Albumin and fibrinogen, lipid and protein
compounds, can penetrate hard exudates resulting from
abnormalities in the blood-retinal barrier. They are
frequently observed in the plexiform layer in the retina’s
outer region.Hard exudates are unique yellow-white
deposits that can be seen within the retina. They can
appear as specks or large areas, eventually developing
into circular rings.

Figure 2. Eye Anatomy

Figure 3. Hard exudates

Figure 4. Retinal hemorrhage[26]
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Stages of Non-ProliferativeDiabetic Retinopathy
Mild

In the early stages of diabetic retinopathy (DR), the
retinal blood vessels experience a loss of integrity. The
blood arteries have little protuberances that periodically
release blood into the retina. The retinal tissues possess
the capacity for expansion, resulting in the development
of white patches.

Moderate

In addition to hard exudates, cotton wool patches,
and venous beading, certain patients may exhibit
hemorrhages or macular holes in one to three retinal
quadrants.

Severe

The blood circulation in the retina undergoes a
significant decrease due to a greater blockage in its
blood vessels. The regulatory board has authorized the
commencement of angiogenesis in the retinal region.

LITERATURE REVIEW

Stephen Cahoon [1] emphasized the importance of
discovery and diagnosis in effectively managing the
symptoms and potentially slowing down the progression
of certain diseases. Ophthalmologists utilize fundus
photography as an economical and dependable
diagnostic instrument. However, fundus photography
datasets suffer from a significant discrepancy among
the different classifications of Diabetic Retinopathy.
This paper achieves the classification of Diabetic
Retinopathy into three groups (mild, moderate, and
severe) using a two-stage Deep Convolutional Neural
Network with a fine-tuned ResNet-18 architecture [1].
The moderate DR was classified using a fine-tuned
ResNet-50, while the severe DR was classified using
a fine-tuned ResNet-50. The proposed architecture has
a preprocessing stage encompassing data augmentation
and image scaling.

The study by Pradeep Kumar Jena [2] found that
researchers used the CLAHE approach [2] primarily
on the green spectrum of the image. This method
was chosen because it provides better visibility of
bright lesions, which are more easily distinguishable
in this specific channel. The present study presents a
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new asymmetric deep learning approach that employs
characteristic analysis to identify the existence of
diabetic retinopathy. The optic disc and blood vessels
have been distinguished by employing asymmetrical
deep learning features extracted by U-Net. Subsequently,
an SVM and a CNN are employed to identify and
categorize lesions linked to Diabetic Retinopathy. The
lesions can be categorized into four distinct groups:
hemorrhages, microaneurysms, exudates, and regular
lesions. The suggested methodology has been assessed
using two readily available retinal image datasets,
namely MESSIDOR and APTOS. The specificity rates
for detecting non-diabetic retinopathy in the APTOS
and MESSIDOR datasets are 98.6% and 91.9%,
respectively. The diagnostic accuracy ratings for
exudate in these two datasets are 96.9% and 98.3%,
respectively.

Yogesh Rajput [3] developed a method that can identify
and describe lesions associated with non-proliferative
diabetic retinopathy, regardless of their color. Identifying
bright and dark illnesses can be accomplished by
employing a multilayered perceptron, as detailed
in reference [3]. This method depends on detecting
exudates and cotton wool patches to diagnose brilliant
disorders, while microaneurysms and hemorrhages
are regarded as symptomatic of dark disorders. This
discussion focuses on the multilayered perceptron
algorithm, a methodology for categorizing diabetic
retinopathy lesions. This system has an accuracy score
01 0.99 and an actual positive rate of 96%.

As stated by Pooja Bidwai [4], Diabetic Retinopathy is
a prevalent and significant cause of visual impairment
worldwide. This condition occurs due to chronic
diabetes accompanied by fluctuating blood glucose
levels. The high occurrence of this issue among working-
age individuals requires immediate intervention to
reduce the possibility of future visual impairment. Al-
based technologies have been utilized to implement
diagnostic and evaluative methods for diabetic
retinopathy in the early stages. Timely identification
of visual abnormalities enables the implementation of
appropriate therapies, hence mitigating the likelihood
of ocular issues. The current, thorough inquiry explores
many approaches for detecting diabetic retinopathy
by analyzing indicators such as blood vessels,
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microaneurysms, exudates, macula, optic discs, and
hemorrhages. Most trials utilize fundus photographs
of the retina obtained using a fundus camera. The
author asserts that this literature still needs to delve into
utilizing sophisticated methodologies derived from the
PRISMA [4] framework and artificial intelligence.

Victor’s primary goal in this project is to apply several
machine learning techniques to predict diabetes
diagnosis. Furthermore, these models are evaluated
to ascertain the most optimal model in this scenario
by assessing their predictive accuracy and other
performance measures, including precision, recall, and
F1 score. The Random Forest model outperformed the
other investigated models, having an accuracy rate of
82.26%.

The indicated individuals are Tokuda Yoshihiro,
Hitoshi Tabuchi, and a source referenced as [6].
A fundus camera operated automatically and was
explicitly used to record images of retinal hemorrhage.
Meanwhile, a machine-learning technique, a deep
convolutional neural network was deployed to identify
and categorize cases of diabetic retinopathy. The study
aimed to investigate the identification of moderate-to-

Table 1. Comparative Analysis

Mahapadi, et al

severe non-proliferative diabetic retinopathy and the
categorization of mild-to-severe NPDR. The calculated
area under the curve values for identifying mild-or-
worse diabetic retinopathy (DR) were 0.812, 0.888,
and 0.884, respectively. However, the AUC values for
detecting moderate or worse DR were 1.0, 1.0, and 1.0.
An automated artificial intelligence system that solely
relies on RH measurements can be utilized to identify
DR, necessitating an ophthalmologist’s intervention.

According to Mohamed M. Abdel Salam’s biological
system [7], the retinal microvascular network displays
distinct multifractal properties, such as generalized
dimensions, lacunarity, and singularity spectrum. This
paper comprehensively explains a unique technique
that utilizes multifractal geometry to diagnose diabetic
retinopathy at an early stage. The initial phases of
non-proliferative diabetic retinopathy can be detected
by analyzing pictures acquired from macular optical
coherence tomography angiography [7]. One way
to accomplish this is by automating the process of
solving problems and improving accuracy through
supervised machine learning techniques, such as the
SVM algorithm. The categorization technique attained
a precision rate of 98.5%.
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DATA PREPROCESSING TECHNIQUES
Clahe Method

Histogram equalization is a method in image
processing that improves the brightness of an image
by reorganizing the pixel intensities to maximize the
average intensity and level of detail. This technique
modifies the frequency distribution of pixel values in
an image to achieve a more uniform histogram. The
uniform histogram guarantees that every pixel in the
image has an equal chance of appearing, resulting
in enhanced contrast and a consistently distributed
image. The CLAHE form of Histogram Equalization is
commonly employed in image processing applications
to enhance visual contrast, even though it may magnify
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noise excessively. However, it still preserves the
distinctive elements of the image. The primary goal
of CLAHE is to restrict the application of Histogram
Equalization to specific regions of the image rather than
the entire image. CLAHE consists of two crucial stages:
contrast augmentation and contrast limiting. In the
initial phase, contrast is diminished by implementing
a specific histogram equalization technique on every
image region. After the histogram, applying a non-
linear function diminishes the overall count of pixels
with excessively high or excessively low intensities,
hence decreasing the contrasting characteristics of the
image. The clip limit parameter generates a non-linear
function that specifies the amount of contrast to be used.
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Fig. 6 Grey image after application the CLAHE
method,Colored image after applying CLAHE method

We may discern the disparity between the two Fundus
Images by referring to the provided figure. Figure 5
displays the Original Fundus image, which becomes
more visually distinguishable after using the CLAHE
data preprocessing procedure. Using grey-colored
output enhances the visibility of hard exudates,
microaneurysms, and blood vessels. The colored image
output differentiates hard exudates and yellow-white
deposits seen within the retina. The histogram displays
the appearance of both the input and output fundus.
The graph represents the relationship between the
pixel values and the frequency of the fundus picture.
Figure 7 exhibits an uneven distribution, but Figure 8
demonstrates an even frequency distribution for pixel
values.

s Ruasting image FEstogram

Fig .7 Histogram of Fundus Image
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Fig .8 Histogram of Fundus Image after applying CLAHE
Data Augmentation

Data augmentation is a technique that involves
artificially expanding the size of a dataset by creating
more data points using the existing data. This involves
making little modifications to existing data or utilizing
machine learning models to create more data points
inside the underlying structure of the original data,
hence expanding the dataset. Data augmentation
techniques are extensively employed in several
advanced deep learning applications, including but not
limited to object identification, picture classification,
image recognition, natural language understanding, and
semantic segmentation. Augmented data enhances the
performance and outcomes of deep learning models by
creating novel and varied cases for training datasets.
Data augmentation techniques in data manipulation
The often employed actions include rotation, shearing,
zooming, cropping, flipping, and adjusting the
brightness level.

Fig. 9 Data Agumentation on Original Fundus Image
4.CONCLUSION

Diabetic Retinopathy can be classified into different
stages, namely, no DR, NPDR (mild, moderate, severe),
and PDR. Ophthalmologists commonly utilize fundus
photography images to detect various stages. Hence, the
fundus image collection exhibits significant variation
among all categories of Diabetic Retinopathy. This
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study proposal presents an innovative approach for
categorizing various phases of diabetic Retinopathy
(DR) by employing distinct image-enhancing techniques
using CLAHE,Data Agumentation and Dimensionality

Reduction methods .

The results derived from the

IDRID datasets will yield superior accuracy, sensitivity,
and specificity levels.
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ABSTRACT

There are many who are blind in this world, and they deal with a lot of difficulties in their daily lives. One of the
most difficult things for the vision handicapped is moving about physically. Individuals who are completely blind
or have impaired eyesight frequently struggle to navigate new settings on their own. The current research aims
to construct an object detector that can identify items at a specific distance in order to detect them for visually
impaired individuals and other commercial reasons. You Only Look Once (YOLO) is a deep learning model for
object recognition.

KEYWORDS : Voice control, Accessible interfaces, Automate website, Visually impaired, Blind people.

INTRODUCTION 1. Object Detection
Artiﬁcial intelligence advances have led to the 2. Transcribing the identified item into Speech
creation of numerous virtual assistants, including

. . .. 3. Estimating Depth.
Microsoft Cortona, Google Assistant, and Siri on

iPhones. Despite these developments, not much is Object Detection:- The core of our project is the object
being done to use these technologies to support the —detection module, which is the first one. In essence, it
blind community. This project’s goal is to assist blind 1nvolves using datasets that the model has been trained
individuals with daily tasks including recognizing the ~on to identify close and distant objects.

tangible items in front of them.

Populor Object Delectian Algorithms

This project uses neural networks, a deep learning
concept. Face detection and object detection are the
models used in this project. The creation of virtual
assistants for the blind has a number of difficulties, such
as preserving a user-friendly interface, guaranteeing
smooth interaction with current assistive technology, and
continuously enhancing accuracy and responsiveness.
The goal of ongoing innovation is to make them more
user-friendly, adaptable, and essential for helping
people with vision impairments live more independent Mobilehet
lives.

Modules

The design flow of our present application is as follows.
There are essentially three modules in it. They consist
of:

R-CNN - Region-based Convolution Neural
Networks
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Object Detection:- The process of finding and classifying
objects in an image can be achieved through various
methods.[8] One deep learning approach is the use of
regions with convolutional neural networks (R-CNN).
R-CNN combines rectangular region proposals with
convolutional neural network features.

Advantages:- Faster R-CNN is a type of R-CNN that
works well for spotting objects in self-driving cars. It
strikes a nice balance between how quickly it detects
objects and how accurate it is.

Disadvantage:-One drawback of RCNN is its
computational cost, as it requires region proposals and
multiple stages of processing. Moreover, the original
RCNN architecture may not be well-suited for sparse
input data, such as LIDAR point clouds commonly used
in 3D object detection scenarios.

Mask R-CNN

Mask R-CNN is a variant of R-CNN that offers high
precision instance segmentation. However, it has some
drawbacks. It also includes improved Rol Pooling for
accurate fault location and achieves high accuracy in
its results.

Advantages:-Mask R-CNN is a popular deep learning
modelthatexcelsinhighprecisioninstancesegmentation,
which involves identifying and delineating individual
objects within an image with great accuracy.

Disadvantages:-When applied to remote sensing images,
Mask R-CNN may experience poor detection accuracy
due to the large scale and different specifications of
these images.

MobileNet

Mobile Net is a type of single-shot multi-box detection
network commonly used for object detection tasks. It
is implemented using the Cafe framework, which is a
deep learning framework known for its efficiency and
versatility. When Mobile Net is applied to an image, it
generates a vector that contains the tracked object.

Advantages:-Mobile Nets are a type of convolution
neural network that offer several advantages. This
efficiency also translates into faster processing speeds
compared to traditional convolution neural networks.
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Disadvantages:-Mobile Nets, while optimized they
are designed for specific purposes and may not be as
adaptable as other network architectures.

SqueezeDet

SqueezeDet is a deep neural network that was introduced
in 2016 for computer vision tasks, particularly in
the field of autonomous driving. The main focus of
SqueezeDet is to achieve real-time object detection in
autonomous driving scenarios, where efficiency and
speed are crucial.

Advantages:- Easy to implement, relatively speaking.
Disadvantages:-

*  Computationally expensive.

*  Multiple step pipeline.

*  Requires feature engineering.

YOLOR

YOLOR is a recently introduced object detector in
2021. It is a novel algorithm that incorporates both
implicit and explicit knowledge during model training.
This unique approach allows YOLOR to learn a general
representation that can be applied to multiple tasks.

Advantages:-YOLO (You Only Look Once) is a fast
and accurate real-time object detection algorithm,
outperforming other CNN-based detectors in speed and
precision.

Disadvantages:-In the context of object detection, there
are certain limitations and challenges associated with
the use of grid cells and bounding box predictions. In
this approach, each grid cell is responsible for predicting
only two boxes and can assign only one class to those
boxes.

YOLOV3-

YOLOV3(You Only Look Once, Version 3) is a top-
tier real-time object detection algorithm using a deep
convolutional neural network. Developed by Joseph
Redman and Ali Farhadi, YOLOv3 is known for its
accuracy and efficiency. It predicts class probabilities
for a set number of object classes, usually 80 for the
COCO dataset.
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Advantages:- YOLOv3 is a top choice for object
detection due to its speed, efficiency, high accuracy, and
versatility in detecting objects across different settings
and scenarios.

How to Use YOLOV3

To successfully use the YOLOv3 machine learning
algorithm, the first step is to select a specific object
detection project. Once project is decided, the following
essential steps should be followed:

1. Data Collection: Gather a dataset of images or
videos that contain the objects we want to detect.

2. Data Annotation: Annotate the dataset by labeling
the objects of interest in each image or video frame.
This step involves marking the bounding boxes
around the objects and assigning corresponding
class labels.

3. Model Training: Use the annotated dataset to train
the YOLOv3 model.

4. Model Evaluation: Assess performance of the
trained model by testing it on a separate set of
images or videos that were not used during training.
Evaluate metrics such as precision, recall, and
accuracy to measure the model’s effectiveness.

5. Fine-tuning and Optimization: Consider fine-
tuning the model by adjusting hyper parameters or
augmenting the dataset. This iterative process helps
improve the model’s accuracy and robustness.

Deployment

After achieving the desired performance, the YOLOv3
model can be used for real-time object detection in
videos, live feeds, or images. Beginners can effectively
utilize the YOLOV3 algorithm for object detection by
following these steps and setting clear project objectives.

Fig 1. YOLOv3 Computer Vision Example in Restaurants
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LITERATURE SURVEY

Vinayak Iyer et.al[l]:-Presents a modular strategy
to increase visually impaired people’s web-based
accessibility. User can interact with and modify the
system via speech-to-text and text-to-speech interfaces.
The three modules’ current implementation methods
and system design are shown. The Wikipedia module
responds to user queries in a timely and precise manner
by using a BERT model on the SQuAD dataset.

Sulaiman Khan et.al [3]: In this paper, they discuss
how, over the past ten years ,These applications include
smart household and electrical appliances, smart
navigation systems, smart tracking systems, smart
healthcare equipment, smart urban management, and
many more. The creation of navigation assistants for
blind or visually impaired patients, which enable them
to navigate interior and outdoor environments without
the assistance of others, is among the most innovative
applications.

Chinthaka Premachandra et.al[5]:-This study examines
numerous intricate road crossings encountered during
driving. They verified through experimentation that a
3DVC placed at a crossroads can capture images of
the whole crossroads. Using the 3DVC images. High
performance was shown by the developed algorithms in
recognising and tracking moving objects in experiments
conducted under various settings.

N. Sripriya et.al[2]:-In this paper, The created bot has
shown to be effective at finding a variety of locations
within a 50-kilometer radius, including restaurants,
theatres, shopping centres, temples, mosques, and
many more. The queries of the users intents. Most query
intents are successfully identified, which facilitates
effective dialogue management. Most significantly, the
user feels comfortable because the speech interaction
operates with little difficulty and in a fluid manner.

Kanchan Patil et.al[4]:- In this study, they introduced
a wearable gadget that will assist those with visual
impairments in performing tasks like reading and face
recognition. The system’s core component is a voice-
over chat-bot, which will communicate with users
by using voice commands. The picture is described
in natural language using the image captioning
methodology.
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Pooja Singh et.al.[6]:-This study discusses the
development of virtual personal assistants, or VAs.
Speech to text synthesis is used to first translate the
user’s vocal commands into text. The device’s next
responsibility is to analyse the text that was transformed
from speech. The device uses natural language
processing (NLP) to process queries.

CONCLUSION

One of the most important steps towards promoting
independence, accessibility, and inclusivity for those
with visual impairments is the development of a virtual
assistant for the blind. Many obstacles have been
removed by this technology, enabling users to carry
out a variety of tasks and obtain information with ease.
Thanks to developments in natural language processing
(NLP), speechrecognition, and machine learning, virtual
assistants that can comprehend, interpret, and reply to
user inquiries have been made possible. More advanced
and inclusive virtual assistants will be developed with
ongoing integration of cutting-edge technologies and
an emphasis on user feedback, eventually enabling
visually impaired people to lead more independent and
connected lives.
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ABSTRACT

Compared to low-resolution (LR) photographs, high-resolution (HR) images include more information. It is easier
to recover an HR image from a series of low-resolution photographs than from a single high-resolution image. You
can combine multiple LR images with different details to get an HR image. It is still more difficult to reconstruct
HR images from a single, less detailed LR image. This study suggests a model that uses neural networks to extract
features from a single image to improve the resolution. As a feature, the histogram of each sub-image is computed
for both the LR and HR images. The features of the histogram of LR photos are learned using a back propagation
neural network [BPNN]. The researchers ran a series of simulations using a collection of MRI pictures of the brain.

They found that the neural network model they arrived at significantly reduced RMSE and PSNR.

KEYWORDS : Histogram, Artificial neural network, Enhancement technique, High resolution, MRI.

INTRODUCTION

Enhancing image resolution has been a longstanding
challenge in image processing and computational
intelligence, driven by the constant demand for
improved visual quality and finer details in various
applications. This research paper seeks to make a
substantive contribution to this field by exploring a novel
approach—Histogram-Based Resolution Enhancement
of an Image utilizing Artificial Neural Networks
(ANN). The rationale behind this investigation stems
from recognizing certain limitations inherent in
conventional resolution enhancement methods. Many
existing techniques often struggle to balance enhancing
resolution and preserving essential image features,
leading to suboptimal outcomes. In response to these
challenges, the study proposes integrating histogram-
based techniques, particularly drawing inspiration from
histogram equalization, with the capabilities of artificial
neural networks.

Histogram equalization, a widely utilized method
for optimizing image contrast, is the foundation for
this research. By leveraging the inherent strengths
of histogram-based approaches, the goal is to

Vol. 47
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address specific shortcomings related to resolution
enhancement. Introducing artificial neural networks
into this framework is intended to capitalize on their
ability to discern complex patterns and relationships
within data, which is particularly advantageous for
understanding intricate image structures. The proposed
methodology aims to enhance image resolution by
meticulously combining the advantages of histogram-
based techniques and the neural network’s capacity
for intricate feature extraction. The primary focus is
achieving notable improvement in image clarity and
detail without compromising the integrity of essential
structural elements. Throughout this research, a
comprehensive analysis will be conducted to assess
the efficacy of the proposed approach. Quantitative
evaluations, comparative studies, and benchmarking
against established methods will be performed to
thoroughly examine the novel Histogram-Based
Resolution Enhancement with Artificial Neural
Networks. By doing so, the research offers valuable
insights and contributes to advancing computational
image processing, pushing the boundaries of what can
be achieved regarding image resolution enhancement.
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The proposed FHE technique, rooted in fuzzy logic,
aims to preserve image brightness and improve local
contrast. The fuzzy histogram computation and
strategic division into sub-histograms contribute to an
effective and visually appealing contrast enhancement,
overcoming the limitations of existing methods. This
project explores FHE’s qualitative and quantitative
analyses using parameters like Average Information
Contents (AIC) and Natural Image Quality Evaluator
(NIQE) index, demonstrating its efficacy in eliminating
washed-out appearances and adverse artifacts. In
summary, the FHE algorithm presents a promising
solution for Histogram-Based Resolution Enhancement
of an Image, employing the power of fuzzy logic
and neural networks to achieve superior contrast
enhancement and local information preservation.

LITERATURE REVIEWS

In this research, any statistical method’s classification
performance can be greatly improved by boosting
image quality during pre-processing. First, a three-
stage better image enhancement method. Following
image augmentation, employ a discrete wavelet
transform to extract characteristics from an improved
MR brain picture. These features are subsequently
refined using color moments, encompassing skewness,
standard deviation, and mean. At last, a state-of-the-
art deep neural network (DNN) was used to classify
the MRI scans of the human brain as either healthy or
diseased. Compared to prior state-of-the-art methods,
the approach’s 95.8 percent is far better. The results
supported the hypothesis on the function of picture
enhancement in medical image classification, which
also showed promise for enhancing the efficiency of
other medical image analysis methods [1]. Images with
a higher resolution (HR) contain more details than
those with a lower resolution (LR). Compared to a
single high-resolution image, a series of low-resolution
photographs can more readily yield an HR image.
Creating an HR image by duplicating many LR images,
each with unique features, is possible. Using a single,
less detailed LR image for HR image reconstruction
is still not ideal. This study suggests a model that uses
neural networks to extract features from a single image
to improve the resolution. The histogram is computed
for the smaller blocks comprising each LR and HR
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image. Learning LR image histogram characteristics is
accomplished using a back propagation neural network,
or BPNN. Results from simulating a dataset of brain
MRI images demonstrate that the neural network model
produced significantly enhances both the PSNR and
RMSE.[2]

This research examines the impact of histogram-
based image enhancement techniques on the five-
category mammography classification system that
uses convolutional neural networks in computer-aided
diagnosis (CAD) software. Mammography histograms
are improved by utilizing these processes by making
more contrast with the image backdrop. To aid neural
networks in their learning process, the contrast has
been amplified to facilitate the differentiation of
different tissue types. Using this method could increase
the percentage of correctly labeled photos. A model
was created to categorize various lesions using Deep
Convolutional Neural Networks. The model’s accuracy,
as measured by mini-MIAS data, was 62%. The project
aims to develop an updated method to be integrated into
the CAD system to improve the current automatic mass
and microcalcification classification and identification
capabilities. Consequently, there would be abetter chance
of early disease detection, which is crucial because
the chance of a cure improves to nearly 100% with
early diagnosis [3]. Incorporating Al approaches into
an image contrast enhancement algorithm has several
potential uses beyond contemporary photography. It
makes low-contrast photographs look better. Using the
classifier to avoid data loss, this research primarily aims
to provide a novel way to improve picture contrast that
integrates Al with histogram equalization techniques.
This method will give low-contrast photos a better
contrast distribution. To improve low-contrast photos,
this study suggests an ANN-based AHE method. The
primary goals of this research are to (1) identify the
specific issues with current digital picture contrast
enhancement methods and (2) categorize digital image
contrast levels as low or high, allowing one to decide
whether or not to apply enhancement. ANN, with AHE,
determines the image’s contrast level before processing
it for contrast enhancement. The suggested ANN-AHE
algorithm is tested by comparing it to current methods
in terms of performance metrics such as PSNR, MSE,
Entropy, QI, QRCM, CQE, SSIM, and computational
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time. Image processing and the artificial neural network
toolkit are utilized in MATLAB 2016a to simulate the
suggested model.[4]

This research presents a GAN-based improvement
strategy for improving underwater photos of poor
quality. This research analyses low-quality image
improvement algorithms to improve the quality of low-
quality photographs by analyzing certain technological
means and procedures. The goal is to achieve clear
and natural images with all the features and structural
information. The objective is to recover the initial scene
data from low-resolution photos. The study topic for this
method’s effectiveness verification is an image database
like DIARETDBO or SID. Compared to other image
enhancement approaches. The suggested approach
would vastly enhance the article’s suggested indicators
if used [5]. One important aspect of underwater
computer vision applications is improving the quality
of underwater photographs. Scientists studying
marine mammals, sunken ships, subaqueous research,
crustaceans, and geological formations have all been
interested in the undersea world. Problems, including
water-type fluctuations, are inherent to the underwater
environment and impact underwater photographs.
The SDCNN is a suggested network based on deep
learning. Training these three networks involved
taking into account dehazing, edge sharpening, and
color cast correction in real-world underwater photos.
The experimental findings proved that the suggested
strategy can improve the visual quality of underwater
photographs. The technique employs a deep convolution
neural network with conventional image enhancement
methods.[6]

When it comes to breast cancer imaging, a low-contrast,
low-quality natural image might not give enough
information to identify malignant areas visually. The
survival rate for breast cancer is on the rise due to
advancements in identification and analysis. In contrast,
breast cancer is still the most invasive malignancy
affecting females. A hybrid approach called Genetic
algorithm-based histogram equalization is proposed
to enhance the visual quality of medical photographs.
Improving visual contrast is as simple as using histogram
equalization. An objective function exposed to harsh and
easy restrictions is the ideal candidate for the Genetic
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algorithm in multiple constraint optimization issues. For
data mining, this study proposes a genetic algorithm that
uses an image enrichment strategy based on histogram
equalization to separate information recommendations
for breast cancer analysis and forecast. Researchers ran
experiments on various medical photographs to test
how well the suggested strategy worked and collected
quantitative and qualitative data. Entropy is only one
major criterion the suggested technique surpasses
compared to state-of-the-art upgrading approaches.
While preserving brightness and visual magnificence,
the suggested approach advances contrast. The proposed
method improves the quality of illness inspection and
analysis. [7]

Every day, a mountain of multimedia data is created and
sent across the internet; a considerable portion consists
of photos. The quality of the image is affected by the
time of capture, the illumination, and the sensor used.
By adjusting the under- and over-exposed areas, image
exposure correction aims to control the erroneous
exposure settings of photos. Post-processing fills in the
gaps when there is insufficient data in the raw image for
those areas. For this task, a convolutional neural network
relies on deep learning to anticipate the missing detail in
underexposed photos. An encoder-decoder architecture
similar to U-Net with skip connectivity forms the basis
of the suggested coherent CNN architecture. Compared
the network’s performance to other deep learning-based
methods and ran tests to understand its capabilities. In
addition, it detailed research, its outcomes, and how
the method could improve the under- or over-exposure
photos. Even though the method is lightweight
and simple, it produces respectable results that are
competitive with state-of-the-art methods and do not
introduce any qualitative distortion into the final image.
A benchmark dataset to conduct experimental validation
could compare the model’s performance. The current
state-of-the-art research outperformed with a PSNR of
19.372 and an SSIM of 0.835.[8]

This research suggests enhancing retinal fundus
images (CNNs) to separate blood vessels optimally
using convolutional neural networks. This research
investigates powerful contrast enhancement methods
using retinal fundus pictures’ green and RGB channels.
Compared to the enhanced green channel, the enhanced
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RGB quality performs better in analyzing the simulation
findings. This finding suggests that the RGB to green
channel contrast enhancement choice is sufficient and
successfully improves the fundus image quality. As a
result, the segmentation accuracy of the CNN-based
model will be enhanced by this enhanced contrast. On
the DRIVE dataset, the suggested technique achieves a
sensitivity of 70.92, a specificity of 98.20, and an area
under the curve (AUC) of 97.56 during evaluation. The
accuracy is 94.47.[9]

The suggested study involves using ROI classification
to detect suspicious lesions in the breast. The method
successfully uses visual inspection to segment the
aberrant region of mammography pictures. The current
categorization techniques often need to pre-process
ROIs or undergo a feature selection process, leading
to a massive and duplicated database. The suggested
method employs a feature selection methodology
before classification to improve classification efficiency
while decreasing computation time. It takes much time
to examine the entire breast area because breast tissue
is so vast. The properties of the features retrieved from
ROIs in CAD systems significantly impact the system’s
efficiency. In this case, the feature vector is very large
after feature extraction; thus, a new hybrid optimum
feature selection method is employed to minimize
false-negative and true-negative rates when using
FFBPNN to classify breast cancer. The primary goal of
this research was to modify an existing CAD system
to use mammography pictures in conjunction with
experimental data on breast structure to identify and
differentiate between normal and pathological breast
lesions. Future research aims to achieve accurate cancer
detection using massive databases.[10]

To address smart city security issues at night, a new
Attention U-net network was developed that combines
a self-attention gate with the standard U-net. This
network can improve extreme low-light images, saving
power consumption, resources, and the number of
street lights needed to illuminate the surrounding area.
Also, according to the suggested design, the network
is an end-to-end network, so it can enhance low-
light images using a single model. Findings pave the
way for further investigation into image-processing
jobs by expanding the suggested network into a pre-

www.isteonline.in  Vol. 47

Special Issue No. 1

Chaugule, et al

processing model.[11] To improve retinal images, this
research uses the cycle-constraint adversarial network
CycleGAN. The basic architecture incorporates CBAM
to enhance detail representation and feature extraction.
This approach overcomes the constraint of existing
image improvement algorithms, which are limited
to improving only one specific type. Deep learning
technology is superior to more conventional approaches
since it eliminates issues. The suggested method does
not necessitate paired images to locate many paired
low- or high-quality retinal images. Future research
aims to fix flaws like bright spots and eyelash artifacts
by collecting additional retinal images in clinics. To
create a comprehensive system for diagnosing fundus
diseases, intend to combine the classification network
with the network that enhances retinal images.[12]

This research introduced a method known as CBIR-
SMANN, which stands for CBIR-similarity measure via
artificial neural network interpolation. After gathering
datasets, the photos are resized and pre-processed with
Gaussian filtering. Then, they are passed to the Hessian
detector, which gathers the important spots. The
features retrieved. For later use, the interpolated results
are saved in a database. During the testing phase, the
query image underwent pre-processing before being
given into the similarity assessment function with its
extracted features. In this way, ANN aids in retrieving
comparable pictures from the repository. The CBIR-
SMANN algorithm has been tested and validated in the
Python program. At its lowest retrieval time of 980 ms,
CBIR-SMANN had an impressive recall value of 78%.
This proved that the proposed model was far better than
its predecessors [ 13]. Based on the LSGAN architecture,
this presented a new model for an image enhancement
network that can be trained in either a supervised or
unsupervised fashion in this research. The generator
introduces an attention map network and MBCMHSA-
Net, which uses U-Net as its backbone network in the
network model. The discriminator is also part of the
network model. Improving the contrast and brightness
of images relies on the Attention Map Network, which
also acts as a directing module for the central network.
Image details are improved, and weights for significant
characteristics are assigned using the MBCMHSA-Net.
In addition, presented a new discriminator network

April 2024



Improving High-Resolution Image Reconstruction: Neural

that combines a fully connected neural network, a
Transformer encoder, and a convolutional encoder to
solve the issue of unstable training in standard neural
network discriminators. This discriminator can better
direct the generator’s training according to the testing
outcomes.[14]

This paper presents a two-stage framework that
automatically boosts contrast, re-enhances, and
denoises low-light images to achieve denoising. The
suggested method applies to both known and unknown
environments and devices, and both networks &
in approach can be trained using a self-supervised
methodology. Results from experiments conducted
on various low-light data sets demonstrate that the
strategy is competitive with other state-of-the-art
approaches in terms of visual impact and subjective
measures. To further increase real-time performance,
the next studies will investigate ways to repair color
deterioration, merge RED-Net with ICE-Net, and
combine low-light picture enhancement with high-
level jobs.[15]

METHODOLOGY

Contrast is a key component of image enhancement,
raising quality. Over- or under-extraction of contrast,
particularly at lower resolutions, is a common side
effect of using traditional approaches like histogram
equalization to improve images. To address the
limitations of existing approaches, this study seeks to
create a novel fuzzy inference system that can improve
picture contrast. A histogram shows how the intensity
of an image is distributed graphically. This metric only
shows the total number of pixels for all intensity levels.
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Fig. 1. Histogram and Cumulative Histogram
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The tonal scale, with black on the left and white on the
right, is represented by the X-axis in the above figure,
while the Y-axis displays the number of pixels in an
image. With more pixels, the peak at a given brightness
level is higher; this is seen by the histogram, which
shows the number of pixels for each brightness level
(ranging from black to white).

Contrast Enhancement Technique

Astronomy, medical imaging, geophysical prospecting,
and surveillance are just a few areas that rely on
automated image contrast enhancement algorithms.
More conventional approaches, such as gray-level
transformation and histogram-based methods (such
as histogram equalization), often suffer from the need
for manual parameter selection, washed-out effects,
and an inability to preserve edges and brightness.
Recent studies advocate for adopting automatic
methods, particularly emphasizing the effectiveness of
approaches. GLG aims to achieve a uniform histogram
by grouping components into gray-level bins, but fuzzy-
based methods outperform its computational efficiency.
Fuzzy logic, applied in image processing through
fuzzification, modification of membership values, and
defuzzification, offers superior performance. Fuzzy
image enhancement algorithms leverage histogram
modeling, employing fuzzy rules for pixel enhancement
and rule-based smoothing. Notably, recent contributions
introduce intensification operators and novel
membership functions, such as the NINT operator,
optimizing entropy for gray-level images. While these
fuzzy-based techniques exhibit enhanced contrast,
some challenges, including computational complexity,
persist, emphasizing the need for continued exploration
and refinement in automated contrast enhancement
methodologies.

Gray-level transformation-based Techniques

Gray-level transformation-based techniques and
piecewise-linear transformation are fundamental
methods in image processing for enhancing contrast.
Logarithm transformation expands the dynamic range
of dark pixels, emphasizing details in shadowed
regions. Power-law transformation, often called gamma
correction, is applied to adjust image brightness,
enhancing visualization by emphasizing specific
intensity levels. Piecewise linear transformations
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involve segmenting the intensity levels into different
regions and applying linear mapping to each segment,
allowing fine-tuned contrast adjustments. These
techniques play a crucial role in manipulating the
distribution of pixel intensities, catering to diverse image
enhancement requirements in fields such as medical
imaging, photography, and scientific visualization.

Histogram-based Processing Technique
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Fig. 2. Histogram Equalization (HE)
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Histogram-based processing techniques are fundamental
in image enhancement, with histogram equalization
being a widely adopted method driven by the premise
that a uniformly distributed grayscale histogram yields
optimal visual contrast. This approach remaps pixel
intensities based on the probability distribution of
the input levels. State-of-the-art techniques include
shape-preserving local histogram modification, which
retains the shape of the original histogram, and multi-
scale adaptive histogram equalization, which adapts to
various scales in the image. Bi-histogram equalization
(BHE) and block-overlapped histogram equalization
are advanced methods that refine contrast enhancement
by dividing the histogram or processing overlapping
blocks, respectively. These techniques are crucial in
optimizing image quality and visual appeal through
tailored histogram adjustments.

Traditional Histogram Equalization

Histogram The purpose of equalization, a method used
in computer image processing, is to increase contrast
in pictures. It expands the image’s intensity range,
effectively spreading the most common intensity
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values. When near contrast values represent the data it
uses, this method increases pictures’ global contrast.
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After Histogram Equalization

Fig. 3. Traditional Histogram Equalization (THE)

Contrast Limited Adaptive Histogram Equalization
(CLAHE)

Due to the concentrated histogram in areas of the
image with near-constant contrast, ordinary AHE tends
to exaggerate that contrast. Thus, AHE can lead to an
amplification of noise in relatively constant areas. One
variation of adaptive histogram equalization that aims
to mitigate this issue of noise amplification is contrast-
limited AHE (CLAHE). The slope of the transformation
function is used to determine the amount of contrast
enhancement around a specific pixel value in CLAHE.
At any given pixel value, this is directly proportional
to the histogram’s value, which is proportional to the
neighborhood CVEF’s slope.

4

lr- =-—

Fig. 4. Contrast Limited
Equalization (CLAHE)

Adaptive  Histogram

It is more beneficial to redistribute evenly among all
histogram bins rather than eliminate the portion of the
histogram that is beyond the clip limit.

Redistribution efforts will drive yet another set of
bins that exceed the clip limit (area shadowed verdant
throughout the figure), which, depending on the image,
leads to an effective clip limit more than the legal limit.
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Fuzzy logic-based histogram equalization (FHE)

An enhancement of the conventional histogram
equalization method, addressing its limitations in
preserving image brightness and minimizing the
introduction of undesirable artifacts. In FHE, the process
begins with image fuzzification and intensification,
where the grayscale values are transformed into fuzzy
sets using fuzzy logic, providing a more flexible
and accurate representation of the image’s intensity
distribution. To divide the intensity levels strategically,
the original image’s median value separates the fuzzy
histogram into two sub-histograms. A unique dynamic
range is assigned to each sub-histogram, enabling them
to undergo independent contrast augmentation.

The heart of the FHE technique lies in the histogram
equalization stage, where the traditional equalization
approach is applied separately to each sub-histogram.
This step ensures that contrast enhancement is tailored
to specific intensity ranges, preserving image brightness
and preventing undesirable artifacts. Finally, the process
concludes with image defuzzification, converting the
enhanced fuzzy image back into crisp grayscale values
for practical use and interpretation. Fuzzy Logic-based
Histogram Equalization represents a sophisticated and
effective approach to contrast enhancement, leveraging
fuzzy logic principles to handle the inherent inexactness
of gray-level values and providing localized and
adaptive histogram equalization to improve image
brightness and local contrast.

PERFORMANCE MEASURES

When comparing various picture-enhancing methods,
quantitative performance metrics are crucial. In this
context, two key quantitative indicators utilized for
performance analysis are the Tenengrad measure and
the Contrast Improvement Index (CII), in addition to
visual outcomes and computing time.

Contrast improvement index (CII)

The most popular benchmark for image improvement,
the CII, is utilized to compare the outcomes of contrast
enhancement approaches to assess the competitiveness
of the suggested fuzzy method vs. current methods. As a
ratio, CII can be used to quantify contrast improvement
[26]. Here is the definition of the Contrast Improvement
Index:

v.isteonline.in  Vol. 47

Special Issue No. 1

Chaugule, et al

I':"J'-?':v"u:l osed
cll = —froposed
cﬂr[g:’na!

(1
where C is the average value of the local contrast
measured with 3 x 3 window as:

max—min

max+min

(2)
Values for Cohroposed and Corigina AATC averages of local

contrast in the output and original pictures, respectively.
Tenengrad measure

Maximizing the gradient is the foundation of the
Tenengrad criterion [11,12]. It ranks high among
the most reliable and practical metrics for evaluating
picture quality. The gradient AI(x, y) at each pixel (x,
y) determines the Tenengrad value of an image, 1. The
partial derivatives of this gradient are generated using a
high-pass filter, which may find the gradient magnitude

by
S(x,v) =

(L®I(x,v)2 + (LRI (x,y))?

3)

And the Tenengrad criterion is formulated as
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In general, a higher Tenengrad score indicates better
picture quality. Tenengrad measure has been utilized
to assess, even though it is less efficient than CII as a
performance metric for picture enhancement.

RESULT

When comparing various picture-enhancing methods,
quantitative performance metrics are crucial. Along
with the visual outcomes, the suggested fuzzy-based
enhancement algorithm’s performance has been
evaluated on low-contrast and low-light photos.

Lwrgennail INkage
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Fig. 6. Result of Image Enhancement
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The 16-bin histogram feature was taken from a single
LR image to improve the resolution. Using a back
propagation neural network model, this histogram
information was utilized to train the network to identify
appropriate class IDs. Brain MRI scans with super-
resolution and LR and the associated HR image sets
were used to run the simulations. According to the
findings, the suggested model successfully decreased
RMSE values and increased PSNR.

CONCLUSION

This research proposes a way to quickly and efficiently
enhance colorimages using fuzzy logic. To automatically
enhance the contrast of color images, the suggested
method was compared to more traditional histogram-
based contrast enhancement techniques and more
modern methods, such as histogram-based Gray Level
Grouping and Fuzzy Logic. According to a comparative
study, this project’s proposed fuzzy logic method has
increased visual quality and provided higher Tenengrad
and CII values. The method outperforms state-of-the-
art augmentation techniques in terms of computational
speed. A limitation of this approach is that it is limited
to low-contrast, low-brightness color images. Future
research aims to find a middle ground between color
images with low and excessive contrast by calculating
the stretching value K adaptively.
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ABSTRACT

This paper presents the improvement in various parameters of patch antenna. Here defected ground structure
technique is used to improve the bandwidth. For the design of proposed antenna HFSS (High Frequency Structured
Simulation) software is used. First designed a single patch as a reference antenna. In the simulation it operated at
2.34Ghz with gain of 2.01dBi, Bandwidth of 60 Mhz, & vswr of 1.34. So in order to improve the Bandwidth of
single patch DGS technique is used & generated a defect of 1.5x1.5 mm below ground & in simulation in operate
at 2.35 Ghz with gain of 2.54dBi, bandwidth of 61Mhz & vswr of 1.24. Hence bandwidth is enhanced from 60

Mhz to 61 Mhz using DGS technique.
KEYWORDS : Patch, DGS, Bandwidth.

INTRODUCTION

Today wireless communication is become necessity
in various applications. In many scenarios where
the wired systems are impractical or almost impossible
to be implement. Hence the micro-strip patch antennas
are very helpful [1,5,6]. The micro-strip patch antenna
have different advantages like small size, cheap cost,
suitable for short and long distance communication
etc [2,10], but while designing of patch antenna the
potential challenges such as lower bandwidth, low
gain, impedance matching may exist. DGS in newly
introduced revolutionary technique in field of micro-
strip patch antenna to enhance the Bandwidth [3]. The
DGS structure is either etched periodic or non-periodic
group configuration defect in ground plane can give
increase in effective capacitance and inductance [7].
The bandwidth of the antenna without DGS is narrow
and return loss is high while with DGS the antenna
provides high bandwidth with less return loss [4].

The gain is very important parameter in wireless
communication. The gain of an antenna can be
improved by the array of patch [10]. In the antenna
array few patches are arranged in a regular structure to
form a single antenna in which radiation pattern can be
support in particular direction. It increases overall gain
and provides diversity reception [8].

www.isteonline.in  Vol. 47

Special Issue No. 1

In this Study, in order to improve the bandwidth and
gain of micro-strip patch antenna we implemented DGS
& Array technique respectively.

DESIGN CALCULATION

The dimensions of micro-strip patch antenna can be
calculated by following formulas [2,9].

Calculation of width

w=_1 2
2frug

Calculation of Effective Dielectric Constant

of f — (er + 1),_'(” -1 1

jnin|

er+l

n
(1+12 )

Calculation of length extension

geff +03 _,+0264
ceff —0.258° ¥ros

AL = 0.412h(

Calculation for actual length of patch

L =

2frseffvus
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Calculation of Ground plane dimension

Lg =6h+1L
Wg=6h+W
Single Patch Design

£
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Fig : Single Patch

Single Patch With DGS Design

a

GND

Wi

1.5x1.5 DGS below

|

Fig: Single Patch

With DGS

Dimensions of Designs

Table 1 : Dimensions of Design
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RESULTS AND DISCUSSION

This study designs and simulates a single patch and
Single patch with DGS. The bandwidth of the patch is
enhanced by using DGS technique from 60 Mhz to 61.2
Mhz. The proposed designs maintain the benefits like
cheap cost, high gain, light weight, etc.

Single patch
=T n =) Gan s | i Aners
' |

Gain = 2.02 dbi
=TT B.W.=.00Mhz | s
*‘_“—'———-x e N R

Fig : Simulation Result for Gain & Bandwidth of Single
patch Without DGS
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e L-I-n
Giain = 2,52 dbi
B.W =6l.20Mhe
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Fig : Simulation Result for Gain & Bandwidth of Single

Sr. No Parameter Dimensions (mm)
1 a 38
2 b 29.82
3 Wi 3

patch With DGS
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ABSTRACT

This paper presents the “SMART LED DISPLAY BOARD?”, is a dynamic and innovative endeavor aimed at
creating a large-scale scrolling LED display measuring12*1 foot. This display leverages the power of the PIOLED
module for vibrant and eye-catching visual communication. The proposed system integrates advanced wireless
communication capabilities usingW60 card, providing seamless and efficient method for remotely controlling
the LED display. The wireless feature enhances the proposed system’s versatility, allowing for easy updates and
modification to the displayed content without the need for physical access to the display unit. Key components of
the proposed system include the P10 LED modules, which offer high brightness and clarity for optimal visibility
even in various lighting conditions. The W60 card serves as the central hub for wireless communication, enabling
users to transmit data and control commands to the display unit effortlessly. The scrolling display is design with a
focus on scalability, making it suitable for a wide range of application such as advertising, public announcements
and informational display. The large size of the display ensure that message and visual can be effectively conveyed
to a bold audience. The proposed system significance lies in its ability to combine cutting/edge LED technology
with wireless communication, providing attention, implementation, and testing phase of the “SMART LED P10
DISPLAY BOARD?”, stands as a testament to the convergence of LED technology and wireless communication,
offering a powerful tool which provides effective and versatile visual communication on a large scale.

KEYWORDS : P10 LED display, SMPS, W60 Wi-Fi module.

INTRODUCTION

he Proposed system titled “SMART LED P10
DISPLAY BOARD?”, emerges as a response to the
evolving needs of communication system, aiming to
overcome limitation associated with traditional static
display. As society increasing demands for more flexible
scrolling boards. It is an interactive, remotely accessible

using an authorised Computer at the transmitter. The
limitation of existing display technology, including in
ability to dynamically updates contend and the lack of
remote-control option, from the problem this proposed
system address. [2] The envisioned system revolves
around establishing wireless communication between a
mobile device and an LED display, utilizing either Wi-

means of conveying information, dissemination, the
need for dynamic display capable of real time update
has become apparent. [1] This article explains the
creation of a “IOT Based Real Time Digital Led
Notification Display Board”. The paper is built using
a W60 Controller Card which is heart of the proposed
system. W60 Wi-Fi Module is being used for Data
transmission. Anytime we want, we can add, move,
or change the text to suit our needs. Notices are sent
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Fi or Bluetooth. Every modern smartphone is equipped
with Wi-Fi and Bluetooth functionalities. Users
cansend messages to the display through their mobile
devices, prompting it to flash or scroll while displaying
the message content. The Bluetooth module receives
the message, holding its content until it is received and
stored in the LED controller when transmitted over
Wi-Fi [3] The article suggests a system where a mobile
application on an Android device allows users to send
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desired messages to a Bluetooth module at the receiving
end. The received message is then displayed on an LED
array functioning as a display board. The message
continues scrolling on the display board until a new one
is received, leading to the deletion of the old message to
make room for the new content. [4]. Utilizing the W60
Card Bluetooth module, the system receives messages
from authorized mobile phones. The microcontroller
extracts the message from the Bluetooth module and
displays it on the P10 LED display. This proposed
methodology not only enhances the security system but
also raises awareness of emergency situations, helping
to mitigate potential dangers effectively. Beyond the
immediate goals, the proposed system aims to explore
possibilities for future enhancement and developments.
This involves identifying areas for improvement,
whether in terms of display technology, wireless
communication protocols, or user interface design.
The aim is to provide a foundation for future iterations
and innovations. Through systematic planning and
execution, the proposed system seeks to contribute
to the advancement of LED display technology and
wireless communication while laying the groundwork
for future innovations in the field.

PROPOSED SYSTEM

Block Diagram

Pt Sugply
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Circuit Diagram

P10 ROB LED
MODULE

o
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HARDWARE DESCRIPTION
W60 Controller Board

The HD W60 is a low-cost, single/double colour LED
display controller card with built-in Wi-Fi and USB
disk support. It is compatible with P10 and F3.75 LED
modules, and it can drive up to 512*32 pixels. The card
has a built-in constant current driver, which ensures that
the LED are driven at a consistent current. The card also
has the passkeys which improves security of the entire
system and provides access to the authorized personnels
only. This Controller has a flash capacity of 4M Byte
and it can support full colour module. The W60 card
supports three brightness adjustment modes.

P10 Display LED Board
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The P10 LED display sounds versatile with its 32x16
matrix, allowing independent control of each LED. Its
512 high-intensity LEDs make it suitable for creating
dynamic and colorful displays for both commercial and
home use. The P10 LED Display screen has an excellent
technical specification which includes 20W max power
load and 5V current voltage input, P10 display has output
brightness 3500 to 4000 nits. The P10 LED display has
significant advantages for applications like floor or wall
tiles with its high-angle visibility, dramatic contrast,
and waterproof rating. The full-colour version’s use of
additional base colours likely enhances its colour range
for a more immersive experience.

Power Supply

MW

MEAN WELL

A 50v 40A SMPS is a device designed to convert input
electrical power into a suitable and regulated 5-volt
direct current (dc) output with a maximum current
capacity of 40A. this particular power offers a high
current output, making it suitable for application that
required a significant amount of power, with a maximum
power rating of 200wats (5V*40A=200W). operating
on a switched mode principle, the SMPS efficiently
switches the input voltage on and off, providing a
regulated output that compensates for variations in the
input voltage. Typically boasting an efficiency greater
than 80% SMPS units like this one are known for their
ability to convert a large portion of input power into the
desired output. Commonly used in electronics Proposed
systems, LED lighting system, robotics application,
and industrial application, the 5v 40A SMPS ensure a
stable reliable power source. These power supply often
come with protection features as overcurrent protection,
overvoltage protection, protection and short circuit
protection. Additionally, to manage potential heat
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generation at higher power outputs some SMPS units
may incorporates cooling mechanisms such as fans or
heat sinks. When selecting an SMPS, consideration
include voltage and current requirements, relatability,
safety features, and cooling efficiency, with attention
to specific needs of the intended applications. Always
refers to the product data shit and user manual for
precise specification and guide lines.

CONCLUSION

With advancing technology, display board systems are
evolving from traditional LED displays to intelligent
LED displays. The concept of using Smart LED P10
display board with W60 Module. In the realm of
communication, we can enhance our interactions as itis
more reliable, upgradable, flexible and faster with high
efficiency. We can showcase the messages with fewer
errors, faster than usual, with high rate of efficiency
which leads to low maintenance.

This proposed model has many applications and can
be used efficiently in schools, colleges, restaurants, etc.
It can also be used for advertising, notice boards. This
system is an ecofriendly system, using digital platforms
for displaying notices reduces latency compared to
traditional paper methods. Authorized individuals can
easily update information, ensuring timely and efficient
communication.
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ABSTRACT

With the widening of the scope of the interconnected devices, the security responsible issues that come along with
them is also widening. Now, the identification and mitigation of Decentralized Denial of Service (DDoS) attacks
is a critical matter. In our study, we are interested in improving the performance of machine learning models for
detecting DDoS attacks in the Internet of Things (IoT) settings using the CIC-1oT-2023 Dataset. This dataset
includes a wide range of IOT network traffic scenarios that pose novel problems demanding sophisticated feature
engineering.

DDoS attacks are a major threat to IoT eco-systems as they interfere with services and potentially harm devices
and users.

Feature engineering acts as a crucial factor in detecting and mitigating these attacks in its best way. In this paper,
we deal with the following main issues of feature engineering.

This research contributes to the development of a generic feature engineering framework in the context of
IDS for DDoS attacks detection using the CIC IoT Dataset 2023. Our goal is to improve the feature selection,
transformation, and model evaluation techniques to develop reliable and accurate DDoS detection systems which
can protect [oT networks from this persistent threat. The results of the study can notably improve the security and
resilience of the IOT environments towards DDoS attacks.

KEYWORDS : Updated dataset, Feature engineering, Machine learning, Random forest, CIC-10T-2023, DDOS.

INTRODUCTION

his paper examines the onset of the IoT phenomenon

and the security challenges that come along with its
growing footprint, largely focusing on the DDoS attack
threat. It is aimed to improve DDoS attack mitigation
and detection in [oT environments through machine
learning and feature engineering techniques involving
the all-purpose CIC IoT Dataset 2023. DoS flooding
due to inundating systems with malicious traffic is a real
threat as DoS attacks are adaptive. The importance of
top-notch data in machine learning models is stressed
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in the research which also underlines the crucial role
of feature engineering in improving the models’ DDoS
attack resistance. CIC loT Dataset 2023 acts as a suitable
benchmark that covers all kinds of IoT network traffic
scenarios. The research methodology is multilateral
and comprises data pre-processing, feature extraction,
selection, and transformation with the usage of machine
learning algorithms for DDoS attack fight. In addition,
the research delves into model interpretability aspect,
providing clarity and actionable outcomes to security
personnel.
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RELATED WORK

In recent research, an equilibrium between model
computational intricacies and performance was
proposed by instructing the model on a high-speed
computing platform and employing it as a detection
system on platforms with limited performance. The
safety framework proved effective against both
internal and external vulnerabilities. Another study
presented a compact intrusion detection system (IDS)
for IoT applications, utilizing a Multilayer Perceptron
(MLP) network and deep learning methodologies.
This approach significantly reduced the feature count
while enhancing incursion identification accuracy
within a limited framework. Furthermore, leveraging
cutting-edge machine learning methodologies, an
advanced intrusion detection system was developed
for IoT networks, featuring anomaly detection and
automated functionality through hyperparameter
control. Additional studies introduced innovative
techniques such as a salp swarm optimization approach
for intrusion detection in MQTT-based IoT networks
and the FELIDS system, showcasing superior privacy
maintenance and detection accuracy over traditional
machine learning approaches.

Another set of studies explored feature selection in
machine learning for enhanced cybersecurity in IoT
scenarios. Li et al. conducted a thorough investigation
into various frameworks and methodologies,
emphasizing the need for advancements in real-time
predictive scoring and dynamic feature addition or
removal during the learning process. Mohsenzadeh’s
work applied Bayesian sparse learning, introducing the
relevance sample feature machine (RSFM) to enhance
classification accuracy, system complexity reduction,
and minimized overfitting. However, further extension
to include additional supervised learning algorithms was
suggested. Additionally, research by Ma et al. utilized
Particle Swarm Optimization (PSO) for fall detection in
the elderly, achieving heightened sensitivity, specificity,
and accuracy. However, the study primarily focused
on the healthcare sector, lacking exploration of the
approach’s applicability in other industries with distinct
datasets. Lastly, Wang and team applied a supervised
feature approach for gender classification, with potential
applications in various image recognition tasks, yet its
untested nature in bimodal vein modelling tasks and
computer vision remains a notable aspect.
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METHODOLOGY
Dataset

The dataset has 169 csv files with a total of 46686579
records ranging from the diverse sources of legitimate
and malicious origins. Every record is described by
49 unique features. The classification models were
structured into seven separate classes to address the
complexities of a multi-class prediction problem.
Categories of classes constitute different subsets.

Our ATC is on the DDOS class. The dataset consists of
339 08765 entries with 49 unique features and different
subcategories represented in figure [1].
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Fig 1. Different number of records for each subtype of
attacks

Model Training

The experiment was kicked off by employing a finely
tuned RF classifier to calculate the importance of
each of the 49 features of the input data. Then several
subsets of data were produced which contained only the
features with the highest importance values. The model
performances were examined using the crucial metrics
like the average recall, accuracy, precision, and the F1
score which were computed for the different model
instances.

Comparative analysis of the model functionality follows
then to check the accuracy of cyber-attack detection and
determine the minimum number of required features
that can be used for reliable predictions The purpose
of our study was to check whether an improved feature
selection method could contribute to improving the
systems overall performance when recognizing cyber-
attacks.
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Feature Manipulation

In addition, the typical IoT networks produce massive
traffic data in short time duration probably leading to
inefficient performance during real-time execution.
Feature selection focuses on highlighting the significance
of characteristics, hence minimizing making effective
classification a straightforward process. Therefore the
use of this approach helps researchers to drastically cut
down the scale of huge datasets of which analysis is
carried out. Also, feature selection serves as filtering
system, leading the model to focus on significant
features during the training phase.

The study included the analysis of the importance of
the MQTT message features using the random forest,
Xgboost, lightGBM, and Catboost models. The
examination of the feature importance plot from the
lightGBM model revealed the paramount role of the
highest ranked fifteen (30) features in classifying cyber-
attacks.

a) CatBoost: CatBoost is a powerful tool for assessing
feature importance in machine learning models,
particularly well-suited for tasks involving categorical
data. Its unique capabilities in handling categorical
variables and robust feature selection techniques offer a
clear and interpretable measure of each feature’s impact
on the model’s performance. What sets CatBoost apart
is its consideration of interactions among features,
enhancing the robustness and reflective nature of the
feature importance analysis in capturing the model’s
actual behavior. Additionally, CatBoost supports two
types of important scores, ShapValues and Prediction
Values Change, providing flexibility in analyzing feature
importance from different perspectives. By training the
model with CatBoost Classifier or CatBoostRegressor
and utilizing the get feature importance() method,
users can access and visualize these scores, gaining
insights into the most influential features for model
predictions. This comprehensive feature importance
analysis proves invaluable for tasks such as feature
engineering, model interpretation, and improving
predictive accuracy across various machine learning

applications.
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Fig 2. Feature importance using catboost

b) XGBoost: XGBoost quantifies the significance
of each feature by assessing their contribution to
reducing impurity or error during the construction of
decision trees within the ensemble. Utilizing metrics
like Gini impurity or mean squared error reduction,
features with higher importance scores are deemed
more influential in making predictions. The ensemble
approach of XGBoost enhances the reliability of these
scores by aggregating values across multiple trees,
offering a comprehensive view of feature relevance.
This information proves invaluable for tasks such as
feature selection, model interpretation, and optimizing
predictive performance in XGBoostmodels, establishing
it as a crucial tool for both data analysis and predictive
modeling. The calculation of feature importance by
analyzing consistent contributions across multiple trees
aids in gaining insights into factors driving the model’s
predictions, playing a pivotal role in making data-driven
decisions across various machine learning applications.

Feature importance

2058

B '
]

z s)-n_rlag_numz%fé )
% ¥

Peh Mg et
rst_flag_number
Padrus.

Bu

fin_flag_num

ack_flag_n 2 X

T
1000 1500

F score

2000

Fig 3. Feature importance using XGboost

isteonline.in  Vol. 47

Special Issue

Jakotiya, et al

¢) Random Forest: Random-forest evaluates the feature
contribution by ensemble of decision trees. As the trees
of the forest are growing, Random Forest infers the
reduction of impurity — Gini impurity or mean squared
error at each step when data is divided on particular
attribute. Features that always result in considerable
impurity decrease within the ensemble are provided
higher importance scores. The strengths of Random
Forest are in its intuitive importance rankings of the
features together with many effective visualization
methods. This enables the data scientists and analysts
to take informed decisions regarding feature selection,
model interpretation, and finding out major parameters
driving the predictions in different use cases like
classification and regression, feature engineering and
data exploration.

The Random Forest method chooses significant features
by estimating the decrease in impurity (normally using
Gini-Impurity or mean squared error) from cutting
the data using each feature. Those features which are
among the most important in all trees are usually the
ones which produce significant decrease of impurity
or error. Random Forest presents a simple method of
ranking and graphing feature importance which helps
to find the most relevant features in a dataset. The
importance scores can be used for feature selection,
model interpretation, and offer valuable insights for
data analysis and predictive modeling in a broad range
of applications.

Foature impartand 5 0 Randem Fenest

o ane oie 2z 214 i
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Fig 4.Feature importance using Random Forest

d) Light GBM: Light GBM which is a gradient boosting
framework can help for feature engineering. Although
it is largely intended for the acceleration of model
training, its speed and power make it a good choice
for feature selection, transformation, and creation.
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LGBM can help to recognize the meaningful features,
and for that propose it is necessary to perform the
analysis of the importance of the features which will
bring the ultimate results into choosing the right set
of predictors. Furthermore, Light GBM can handle
categorical features natively, facilitating encoding and
adding them to your models. Excellent performance
of the framework allows rapid testing of many feature
engineering techniques and evaluating their influence
on the model accuracy. To sum up, Light GBM is a
valuable option in the design of features, offering a
hand in the improvement of the quality and efficiency
of our machine learning models.
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Fig 5. Feature importance using light GBM.

RESULTS (HEADING 1)

The analysis of feature importance in MQTT traffic
was conducted with the random forest, Xgboost,
lightGBM and Catboost algorithms in this research.
According to the feature importance plot of the
lightGBM model, thirty (30) vital characteristics were
influential in differentiating the type of cyber-attack
which the most significant ones appeared at the top
of the rank. Collectively, there are 49 features within
the dataset. However, only 30 of these features are
actively contributing to the decision-making process
whereas the remaining features scored zero in terms of
feature importance. This character changed the model
performance significantly.

Aclose scrutiny of the results shows that the performance
level can be maintained when only thirty-features with
the highest feature importance values are deployed.
Thus, 30 features are enough in resource-limited cases.
Pictorially speaking, this leanest feature set is adequate
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in detecting different forms of malicious traffic with an
acceptable level of mean precision.

Cumulative Feature Importance
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Fig 6: Cumulative Feature importance

CONCLUSION

The study of “Enhancing Feature Manipulation for
Improved DDoS Attack Detection on updated dataset
“ emphasizes the significance of feature selection in
the accurate detection of DDOS attacks. Through case-
study of the dataset, we observed that a crisp subset
of 30 significant features presents results equivalent
to those obtained using the whole feature set. This
finding highlights the need for cautious resource usage
particularly in resource-limited environments as it
ensures successful cyber threat detection. Highlighting
significant background features improved the
mechanism, becoming a good modality for the purpose
of identifying and defusing possible DDoS attacks.

In fact, the study reveals the efficiency of utilization
of advanced machine learning algorithms including
Xgboost, random forest, lightGBM, and Catboost for
the purposes of feature importance evaluation while
dealing with cyber-attacks identification. Successful
detection and recognition of fundamental attributes
identifying different kinds of cyber threats characterizes
a remarkable breakthrough in bulking out IoT networks’
security. This increases not only performance but also
shows that in the application threat detection the main
stream feature sets are robust enough. Along with
the transformation of the threat terrain, the research
drives the adaptive feature manipulation approaches to
landscape the Endurance of the IOT networks against
the new cyber dangers.
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ABSTRACT

This paper introduces an innovative Fire Detection System leveraging computer vision and image processing
techniques to enhance early detection capabilities. Departing from traditional sensor-based methods, the system
utilizes surveillance cameras, specifically webcams, to continuously monitor building interiors. The video feed
undergoes comprehensive processing, including RGB color model conversion, yellow color separation, conversion
of yellow to white, removal of extraneous areas, and conversion to grayscale. Employing fire detection algorithms,
the system analyzes the processed frames to identify potential fire or smoke patterns. Upon detection, the system
triggers immediate alerts to users, offering flexibility through SMS or image alerts via a dedicated mobile
application. The integration of wireless LAN facilitates the transmission of live video feeds to building security or
remote fire stations for real-time assessment. The proposed system aims to revolutionize fire detection, providing
early alerts, reducing false alarms, and facilitating swift response measures to mitigate potential damages and

safeguard lives.

KEYWORDS : Fire detection system, Computer vision, Image vision, Raspberry Pi.

INTRODUCTION

he intersection of computer vision and image

processing holds immense promise, and this
research embarks on developing a groundbreaking
system - “Computer Vision Based Fire Detection Using
Video Alert System.” Computer vision is a cornerstone
in robotics and various industries, offering automated
solutions to tasks akin to human visual perception. The
integration of computer vision methodologies with
image processing techniques, specifically focusing on
early fire detection and real-time alerts. Motivated by
the alarming statistics of global fire incidents, resulting
in substantial economic losses and casualties, the project
seeks to address the limitations of conventional fire
detection methods. Traditional sensor-based systems,
relying on infrared, optical, and ion sensors, often need
to be more active and suitable for large outdoor areas.
Furthermore, these systems tend to wait for specific
conditions to trigger the sensors, leading to delayed
responses. The proposed solution adopts a visionary
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approach by leveraging machine algorithms for efficient
fire detection, circumventing the limitations of sensor-
based systems.

The objectives of this research span several crucial
aspects, starting with the early detection of small fires
to prevent them from growing larger. A comprehensive
system model is being developed, encompassing the
intricate aspects of fire detection, alert initiation, and
post-accident emergency response mechanisms. The
investigation extends into exploring computer vision-
based approaches for object and event detection,
ensuring the proposed model is thoroughly tested and
validated against state-of-the-art techniques. Key to the
innovation is the emphasis on detecting fires promptly
and implementing a real-time video alert system. This
distinctive feature sets the project apart, intending to
overcome challenges associated with configuring the
Raspberry to monitor fire-prone zones and dispatch
real-time processed video alerts concurrently. The
aim is to provide a more effective and responsive
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fire detection system beyond traditional methods,
ultimately contributing to environmental preservation
and heightened safety in personal and commercial
environments.

In essence, the project represents a forward-looking
endeavour that combines the strengths of computer
vision and image processing to revolutionize fire
detection. The aspiration is to usher in a new era of
proactive and efficient fire prevention, responding to
incidents in their early stages and mitigating potential
damages and losses.

LITERATURE REVIEWS

This study uses vision technology to create an indoor
smoke and fire detection system. This study looked
into and used preexisting models based on SSD Mobile
Net V2 and Faster R-CNN Inception V2. Researchers
used training and testing datasets for this research
with images of varied pixel densities tailored to indoor
fire scenarios. Both models were tested on videos,
including a mock-up of a living room and bedroom
as well as CCTV footage of an office, to conduct an
initial review of the method. Situations involving dense
flames and thick smoke were both identified. Even
with just 480 training photos, encouraging results were
obtained. Possible future study areas include occupancy
detection, enhanced training data and models, advanced
detection models, and the incorporation of firefighting
and HVAC control systems[1].

Anything that burns produces intense heat, light, and
smoke; this is called fire. Tragically, fires can destroy
homes and businesses and put lives in jeopardy. There
must be prompt action in such fires, which necessitates
early detection. Utilizing computer vision technology to
notify a distant fire station of a fire. Because the room
is under continual surveillance, this alarm is transmitted
as an emergency message and video. The number of
persons in the room can be determined by watching
this footage, allowing the fire department to dispatch
enough rescuers to the scene. The benefit is that do not
have to worry about using smoke and flame detectors,
which can sometimes provide false alerts. Confirm it
by reviewing the footage to see if the system triggers
a false alarm. This article presents a system that can
detect fires using OpenCV and Raspberry Pi. If a fire is

www.isteonline.in  Vol. 47

Special Issue No. 1

Chaugule, et al

detected, the system will transmit an alarm signal to the
control unit outside the building, and a short video will
also be provided. [2]

This article presents a computer vision-based method
for detecting and distinguishing dangerous fires by
analyzing the video data produced by a common camera.
Despite the abundance of papers on image-based fire
detection, the challenge of differentiating dangerous
fires from non-hazardous ones still needs to be solved.
The suggested method can identify fires by studying
their hue and fluctuation patterns. The program starts
by finding moving parts of the video. It next uses the
wavelet transform to verify that the object in motion is
a fire by extracting pixels with a fire color from these
parts. The suggested method monitors the fire area’s
expansion pace to differentiate between controlled and
hazardous fires. The trials’ findings demonstrate that the
recommended approach may effectively locate the fire
and assess its level of danger and containment. [3]

Fires are extraordinary occurrences that can cause
significant property damage and impact people’s
lives. However, research in the last several years
has pointed to the difficulty of early smoke and fire
detection. Timely detection of fire incidents and the
avoidance of human deaths have, therefore, prompted
the proposal of several remedies. An inexpensive visual
detecting system would be the solution. Due to the
early discovery of fires, this strategy has the potential
to be effective. Most industrialized nations have CCTV
surveillance systems in nearly all public spaces. These
systems capture photos of a designated area at regular
intervals. Regardless, cameras operate in various
lighting conditions, undergo occlusions and distortions
of vision, and produce images that vary according to the
season and the angle of view, all of which impact the
precision of the existing models. To solve these issues,
created a method that uses a capsule network trained
on attention feature maps to identify outdoor fire and
smoke sources from varying distances. This approach
is just as practical as previous solutions that relied on
machine learning and deep learning technologies. The
suggested model was trained and tested using datasets
derived from various sources. The outcomes show that
the architecture attained a high categorization accuracy
compared to comparable contemporary designs. In
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addition, the results show that the suggested method
is reliable and resilient when classifying images from
outside CCTV cameras with diverse angles, even when
smoke and fire are present. [4]

Improving fire safety is the proposed use of a system
that can function in real-time. A multi-layered algorithm
has been designed to identify fires effectively after
comparing and validating the results with standard
video datasets. The false positive rate was 8.09%.
Furthermore, the system outperformed previous
algorithms, proving its reliability and sensitivity
for efficient fire suppression. An Arduino-based
suppression device was combined with the algorithm
to offer real-time autonomous fire suppression, and
the system also incorporates unique fire localization
techniques to pinpoint the identified fire. The suggested
system has demonstrated its practical relevance through
laboratory-scale experimental validation. The model
attains a precision rate of 99.51% and a recall rate of
95.93%, making it appropriate for various indoor and
outdoor environmental applications [5].

One of the most common natural catastrophes is fire.
To minimize monetary losses and human suffering, a
fire detection system should be able to quickly identify
flames in many settings, such as buildings, forests, and
rural regions; fire sensors, on the other hand, work in
tandem with these devices to provide early warnings.
Point sensors are slower than cameras coupled with
image processing algorithms when detecting fires. In
addition, they are more accurate than conventional
detectors in determining the extent, trajectory, and
magnitude of fires. Buildings, forests, and mines are
just a few examples of the types of settings this article
provides an overview of, outlining the key aspects
of each that should be addressed when designing fire
detection systems. Researchers have introduced several
vision-based and intelligent fire detection systems in the
past ten years, and they discuss a few of them. They
utilize sophisticated techniques, such as color models,
fuzzy logic, and convolutional neural networks, to
accurately detect fires in different surroundings.
Different assessment scenarios are used to examine the
fire detection systems’ performances regarding detection
rate, accuracy, true-positive rate, false-positive rate, etc.

[6]
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Computer vision tasks have traditionally relied on
convolutional neural networks (CNNs). However, CNN-
based approaches treat all pixels in a fire categorization
image equally, disregarding any information. In
contrast to convolutional networks, transformers
process images as a series of patches and focus on
specific image regions depending on their context.
Furthermore, the transformer’s attention mechanism
addresses the issue with a little flame, enabling early
fire detection. The backbone design is a fine-tuned
Swin Transformer, which computes self-attention with
local windows. This is because transformers utilizing
global self-attention perform sophisticated computing.
This allows us to resolve the issues with high-resolution
image classification. Compared to state-of-the-art
approaches, experimental findings on the picture fire
dataset show that the model has promising capabilities.
On the publicly accessible dataset, Vision Transformer
achieves a classification accuracy of 98.54%. [7]

Complexity is rising like the problems posed by modern
technological and environmental progress. The world’s
ecosystem is in grave danger from wildfires, one of the
major environmental problems. Devastating impacts
on terrestrial ecosystems and climatic shifts are two
outcomes of the many harms done to forests. Therefore,
well-coordinated interventions, early warning systems,
and effective prevention strategies are necessary to
lessen their impact on humans and the environment.
Forest fire detection, monitoring, and prevention
technologies have come a long way from their infancy,
and this document traces that progress. It draws attention
to the field’s advantages, disadvantages, and potential
for growth. The catastrophic impacts on ecosystems and
the possible consequences on the climate have elevated
forest fires to a major environmental concern. To
create better plans to reduce the impact of and prevent
wildfires, it is crucial to comprehend how technology
has progressed to address this problem. [§]

Deep Learning Approach

As an early warning system, Due to its wider coverage
area and lower cost, video surveillance is a far more
effective fire detection method than fire sensors.
Handcrafted traits were employed in some -earlier
experiments to distinguish fire from other objects. Fire
detection can be aided by characteristics such as color,
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texture, and motion. The number of object detection
methods that take video input needs to be improved. This
study aims to examine various deep-learning techniques
for video input fire detection. Yolov4, Yolov5, and
Faster RCNN are the approaches that are compared.
Following evaluation, Yolov4 (84.62 percent) has the
best True Positive Rate, and Yolov5 (97.06 percent)
has the best True Negative Rate following evaluation.
Yolov5, with a processing time of 23.26 frames per
second, is the fastest approach. An excellent positive
rate was obtained with faster RCNN, nearly matching
Yolov4 and Yolov5. On the other hand, Faster RCNN’s
negative rate is extremely concerning. Additionally, the
computing time needed is greater than that of Yolov4
and Yolov5.[9]

Various detecting techniques have been implemented to
stop catastrophic disasters due to the rising incidence
of forest fires brought on by dry weather and human
activities. CNN-based fire detection systems have the
potential to greatly increase detection accuracy, with
fewer negative effects on the environment and society.
However, because of the large memory and processing
requirements, putting these systems into real-world
surveillance networks is difficult. A deep learning
classification algorithm that can identify fires in photos
or video frames has been suggested as a solution to the
issue of fire accidents. By automating the fire detection
process and minimizing the need for human interaction,
this model can be used for monitoring. This approach
can drastically reduce fire incidents in workplaces,
hospitals, and other settings. This system compromises
efficiency and detection accuracy by considering the
particular circumstances and fire data features. Using
this archetype, one can identify a fire in surveillance
photos. The system will raise the warning when it
detects a fire. An anemometer and Raspberry Pi, two
Internet of Things (IoT) devices, were used in the
prediction phase’s development. When predicting the
spread of a fire, one important factor to consider is wind
speed. The criteria that indicate the potential land range
to which the fire may spread will be balanced with the
current speed. [10]

Conflagrations are among the most common and
dangerous disasters, presenting serious risks to public
safety and the advancement of society. Conventional
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fire detection systems mostly rely on sensor-based
detection, which has inherent limits in reliably and
swiftly identifying fires, particularly in complex
situations. Video-based fire detection methods have
become increasingly popular due to their capacity to
sense fires without physical contact, their flexibility
in many situations, and their thorough data gathering
capabilities, all made possible by advancements in
computer vision technology. However, techniques
that depend on manually created characteristics for
extraction struggle to adapt to alterations in smoke or
flame caused by different combustibles, lighting, and
other factors. Deep learning is a highly powerful and
versatile machine learning framework for video fire
detection. This paper presents an overview of video fire
detection systems that utilise deep learning, focusing
on well-known datasets for fire recognition, object
detection, and segmentation, along with the latest
breakthroughs in deep learning techniques. This study
assesses and forecasts the potential for growth in the
subject. [11]

One of the biggest tragedies in the world is fire. A fire
detection system should promptly recognise flames
in many scenarios including buildings, forests, and
rural areas to avoid financial losses and humanitarian
disasters. Fire sensors collaborate with conventional
point sensors to promptly alert individuals about fire
incidents. Point sensors are slower in detecting fires
than cameras using image processing algorithms. In
addition, they are easier to use than traditional detectors
in determining the size, growth, and direction of fires.
This paper first summarizes the key characteristics of
various habitats, such as mines, buildings, and woods,
that should be considered when designing fire detection
systems. It then discusses a few of the vision-based
and intelligent fire detection systems researchers have
introduced in the past ten years. [12]

Convolutional Neural Network

Due to the increasing need for prompt and precise
responses to fire incidents, research on automatic fire
detection in live video footage is ongoing. The challenge
of detecting fires remains a difficult problem because
there is still room for improvement. The challenge of
detecting fires is hampered by various factors, including
complex backgrounds, varying weather conditions,
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and diverse fire attributes. The framework presented
in this research is divided into five stages: Video
preprocessing begins with dynamic sampling to process
frames likely to contain a fire and compress them. Next,
static background subtraction is done using the GoDec
framework to extract moving parts. Then, color-scale-
based filtering is applied to identify the probable fire
region. Following this, fire localization is carried out
using the YOLOvV3 framework. Finally, a fire alarm
system is implemented. The study introduces a rapid
and precise system for detecting fires in real-time within
live video footage. The accuracy of the proposed model
was evaluated and its effectiveness was confirmed using
various datasets. The proposed methodology is cost-
effective and suitable for fire detection in stationary
CCTV cameras. [13]

Several approaches have been put forth recently to
address this issue and distinguish between smoke and
fire. Earlier approaches include motion-based smoke
estimation, image processing techniques for flame and
smoke detection, etc. CNNs and Using deep learning,
images, and videos of flames and smoke can now be
automatically identified and predicted. This research
evaluates the efficacy of several fire and smoke detection
methods that rely on machine vision. First, outline the
foundations of image processing techniques, CNNs,
and the potential uses of these techniques for video
smoke and fire detection. The available datasets and an
overview of the most current approaches applied in this
field are then covered. The issues and recommended
fixes to advance CNN application development in
this domain are explored. CNNs have demonstrated
a great deal of promise for smoke and fire detection,
and further advancements in this area can contribute
to the preparation of a comprehensive system that
would significantly reduce the loss of life and property
caused by fires. Lastly, research directions about data
augmentation and smoke and fire detection models that
require more investigation to advance this vital field of
study are given to other researchers. [14]

Early interior fire detection is made possible by
technology. The proposed system performs real-time
fire detection and alerting using picture brightness and
a novel CNN that leverages an upgraded YOLOv4
model with a convolutional block attention module.
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YOLOV4 is more resilient and has a shorter operating
duration thanks to the h-swish activation algorithm.
Earlier smart eyewear system to take pictures and send
audio messages to BVI people, alerting them to flames
and other nearby items. A large collection of indoor fire
situations from fire images to successfully detect fires.
In addition, design an object mapping methodology to
furnish BVI individuals with comprehensive details
regarding adjacent items and to distinguish between
non-hazardous and hazardous flames. The proposed
technique surpasses existing commonly used methods
in all aspects of fire detection, such as average precision,
recall, and precision. [15]

Methods Using Computer Vision

Robotic firefighting, fire alarms, and other applications
depend on fire detection. Smoke sensors are common in
traditional fire detection approaches but are sometimes
unreliable. Computer vision techniques have greatly
increased the effectiveness of fire detection in real-
time. This study examines many object detection and
image processing-based fire detection techniques.
Additionally, the effectiveness of several color detection
models for fire detection is compared in this research
study. Additionally, this work seeks to advance current
fire detection techniques by experimenting with color
models and object detection techniques.[16]

Worldwide, the risk of fires in indoor and outdoor
settings is always rising. Smoke and flame detectors
are the current technology used for indoor environment
detection. However, these detectors have certain
restrictions regarding fire spread and ignition. When
responding to these occurrences, fire services need to
know the precise location of the fire, its size, and how
it is spreading. These systems only detect some of these
details. Thisresearch aims to create an interior smoke and
fire detection system based on eyesight. Small training
and testing datasets with different pixel densities of
images were used in this study (for indoor fire scenarios
specifically). Testing both models on recordings, which
included a CCTV video of an office area and a mock-
up of a bedroom and living room, allowed for an initial
assessment of the methodology. Flame density scenarios
and high-density smoke situations were identified.
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Only 480 training photos were needed to produce the
encouraging results. Subsequent research endeavors
may integrate this approach with earlier formulation,
encompassing occupancy detection. [17]

Homes and businesses have always been at risk from fire
disasters despite the numerous preventative measures
in place. They result in injuries, property damage,
and even fatalities. Being ready is essential while
managing fires. They are hard to restrain and spread
uncontrollably. Early detection of the fire is essential
for their containment. A significant portion of picture
fire detection is dependent on computational image
analysis. However, conventional detection systems
involve much work, including human and automated
visual data extraction, resulting in reduced accuracy
and delayed detection. Thus, a novel picture recognition
method based on the CNN model of YOLO v3, an
advanced object identification technique, is proposed in
this study. The algorithm based on YOLO v3 satisfies
the requirements of real-time detection with an average
precision of 81.76 percent and stronger robustness of
detection performance. [18]

Early detection and quick action are essential to lessen
the effects of forest fires occurring more frequently and
with greater intensity. This project aims to use cutting-
edge technology to build a cyber-physical system
for early forest fire detection and quick reaction. The
robot operating system controls autonomous ground
and aerial vehicles and integrates Internet of Things
sensors. Early fire detection is made possible via an [oT-
based wildfire detection node continuously monitoring
the surrounding environment. When a fire is detected,
a UAV searches the area on its own to find the exact
location of the fire. It can then send a payload that puts
out the fire or gathers information for decision-making.
A cooperative UGV receives exact location information
from the UAV and uses it to travel to the assigned region
to assist ground-based firefighters autonomously. The
paper uses simulated forest fire scenarios to show the
proposed system’s real-time fire detection capabilities.
The goal is to offer a workable method for early forest
fire detection and extinguishment utilizing open-source
technologies, with possible applications in various
sectors, such as surveillance and precision agriculture.
[19]
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STUDY OF PROPOSED SYSTEM IN
DETAIL[2]

Study of Block Diagram of the System

The innovative fire detection system proposed here
addresses the shortcomings of traditional fire detection
methods, which often rely on sensors and may lead to
false alarms and delayed responses, particularly in large
spaces. In this novel approach, a surveillance camera,
represented by a webcam, is a primary monitoring
tool for building interiors. The webcam’s video feed is
processed frame by frame using OpenCV and Raspberry
Pi, which includes advanced fire detection algorithms.
This algorithm analyzes each frame for fire or smoke,
utilizing image and video processing techniques to
recognize distinct patterns associated with potential fire
hazards.

Upon detection of fire or smoke, the system activates
an alert mechanism, offering flexibility in notification
methods. Users can receive immediate SMS alerts
or image notifications through a dedicated mobile
application. The integration of wireless LAN technology
enables the transmission of a short-duration live video
feed to the security personnel of the building or a remote
fire station. The live video feed enables quick evaluation
of the fire status. The system’s efficacy is based on early
fire detection, instant alarms across several channels,
and quick response actions enabled by real-time video
transmission. By leveraging cutting-edge technologies
such as computer vision, image processing, and
wireless communication, this proposed system aims
to revolutionize fire detection, offering a proactive and
efficient solution to mitigate potential damages and
ensure the safety of occupants in a building.

WEB
CAMERA

SDCARD

ALARM

RASPBERRYPI 3
MODEL B

POWER
SUPPLY

Fig. 1. Block Diagram of the System|2]
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Vision-based fire detection system

This flowchart outlines the sequential steps in the fire
detection process. It begins with video sampling and then
converting the video frames to the RGB color model.
The subsequent steps involve separating the yellow
color (associated with fire) from the video frames,
converting yellow to white, removing other areas to
isolate the fire, and converting the result to grayscale.
The algorithm then determines the presence of fire in
the grayscale image and generates an alert to the user if
fire is found. The process repeats by looping back to the
video sampling step for continuous monitoring.

» Start: The process initiates with the start symbol,
indicating the commencement of the fire detection
system.

*  Video Sampling: This step involves capturing video
frames from the surveillance camera or webcam
and initiating the input for further analysis.

* RGB Color Model: The captured video frames are
converted from their original format to the RGB
(Red, Green, Blue) color model. This conversion
separates the image into its constituent color
channels.

*  Yellow Separation: The system isolates yellow from
the RGB images, as flames and fire often exhibit
yellow hues. This step enhances the system’s ability
to identify potential fire sources.

* Conversion of Yellow to White: The isolated
yellow areas are converted to white, simplifying
subsequent processing by reducing the complexity
of color information.

* Removal of Other Areas (Isolation of Fire):
Extraneous areas are removed, leaving only the
isolated white regions corresponding to potential
fire locations behind. This step helps in focusing on
the relevant portions of the image.

*  Convert to Gray Scale: The processed image is then
converted to grayscale, simplifying the analysis by
reducing the image to a single-intensity channel.

» Identify the Fire: The system employs fire detection
algorithms to analyze the grayscale image and
identify fire-related patterns or characteristics. If
fire is detected, the system proceeds to the next step.
Otherwise, it loops back to the “Video Sampling”
step for continuous monitoring.
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e Alert to User: In the event of fire detection, an alert
is triggered to notify the user. The nature of the
alert can be varied, such as sending an SMS or a
visual alert through a mobile application.

M_‘mg R colour tellow
sampling model epirdiion
W fire
fie datecred
mﬁidm'd | | Cotrert Removal Comeriion
et }—m";” —ltogrey | clcthes offellowto p—
J . I ke | areds White

Fig. 2. Block diagram of Computer Vision fire detection
with a video alert system using HSV algorithm[2].

This flowchart outlines a comprehensive process for
fire detection, leveraging color-based image processing
techniques and continuous video sampling to identify
and promptly alert users to potential fire incidents.
The loop ensures continuous surveillance, enhancing
the system’s responsiveness. The Hue, Saturation,
Value (HSV) method identifies fire in systems. Python
software is used for image acquisition and frame-by-
frame analysis of the webcam’s recorded footage. An
alarm is sent out when a more intense fire than a certain
pixel level is detected. An RGB color model is created
from a single frame. The hues red, blue, and green are
now divided. Yellow is distinguished from the other
areas by the range values provided for every shade of
yellow. Only the identified yellow region is changed
to white. Subsequently, the frame undergoes grayscale
conversion, and contour detection is employed to
identify the contours.

Upon detection of fire using the HSV algorithm, the
alarm circuit is triggered instantly, notifying those in
the room, as depicted in Fig. 3. The webcam records
video while the program runs to identify fires. If a fire is
detected, an alarm message is generated, containing the
location’s name and address, and sent to the application.
A brief live video is periodically provided to the App
with short time intervals until the fire is entirely doused.
The remote fire alarm control device can analyze the
video footage to prevent false alarms without relying
on sensors. Fig.4 demonstrates how the number of
individuals trapped in the room can be verified, and
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rescuers can be dispatched to the location for their
rescue.

CONCLUSION AND FUTURE SCOPE

Lifesaving and hazard-avoidance measures can only
be achieved with fire detection systems. The video
sequence fire detection system that is being proposed.
This approach uses the image as a representation for
extracting edge features. The obtained features are
compared with the training dataset, and a classifier such
as SVM and KNN is applied, informing the system
whether the image is a fire or without fire; the results
confirmed that the proposed method provides reliable
detection performance. The proposed system can be
further improved by collecting data and applying other
machine learning algorithms to increase the system’s
accuracy and reduce false positives. It is possible to
tailor the detection methods to the characteristics of the
detection system’s coverage area, eliminate response
time, and lower the false alarm rate; mixing various
detection approaches is possible.
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ABSTRACT

Early soft short circuit (SC) detection is necessary in light of the growing emphasis on lithium-ion battery (LIB)
safety in electric vehicles (EVs) in order to avert serious malfunctions like fire or thermal runaway. This research
presents an extended Kalman filter (EKF) based on-board soft SC fault diagnosis technique. Based on real-time
observed voltages, the EKF modifies a gain matrix to estimate the defective cell’s state of charge (SOC). The
detected soft SC resistance values indicate the fault severity, and the SOC difference is subsequently used for soft
SC fault detection. Prompt detection of soft SC faults and precise estimation of their resistance are confirmed by
experimental validation on a series-connected battery pack.

Lithium-ion batteries have several benefits, including a high energy density and fast charging times, but because
of worries about their thermal stability and the possibility of fire and explosion, their use is restricted. The thermal
runaway phenomenon and fire dynamics in single LIB cells and multi-cell battery packs are reviewed in detail
in this work. It talks about possible ways to prevent fires while highlighting the difficulties in guaranteeing the
security of LIB applications in energy storage systems and electric cars. The paper also offers an overview of fault
detection techniques for vital electric vehicle (EV) components, such as lithium-ion battery packs and Permanent
Magnet Synchronous Motors (PMSMs). It emphasizes the significance of fault detection techniques’ accuracy,
speed, sensitivity, and cost-effectiveness while putting a special emphasis on the most recent advancements in
research.

KEYWORDS : Internal faults, safety, dependability, preventive maintenance, cost savings, regulatory compliance,
customer confidence, electric vehicles (EVs), diagnostics, anomaly detection systems, Monitoring in real time,
fault finding, predictive analysis, Customized Solutions, Artificial Neural Network (ANN), Alerts, Overheating,
Fire Detection, Early Warning Identification of risks, Control System Strong Architecture, Algorithms for Data
Processing, Sensor Integration, Models for Machine Learning, a user-friendly interface, validation and testing,
adherence to the law, Fleet management, remote diagnostics, smart grids, and ongoing development.

INTRODUCTION

he imperative shift toward electric vehicles (EVs)

as a sustainable solution to fossil oil depletion
and environmental pollution underscores the need
for robust and reliable battery systems. Lithium-ion
batteries, with their remarkable efficiency and energy
density, stand out as promising power sources for EVs.
However, recent safety concerns, notably thermal

runaway incidents linked to short circuits (SC), have
raised alarms. This paper addresses the critical issue
of soft SC faults, which, if undetected, can evolve into
severe faults and compromise EV safety. Our focus is
on introducing an advanced diagnosis method capable
of swiftly and accurately detecting soft SC faults, a
challenge exacerbated by their hidden nature in the
complex dynamics of batteries. By addressing the
slow-changing performance characteristics of soft SC
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faults, our proposed method aims to contribute to the
prevention of thermal runaway occurrences, ensuring
the safe and reliable operation of EVs in real-world
applications.

LITERATURE REVIEW

Ruixin Yang, Rui Xiong , Senior Member, IEEE, and
Weixiang Shen, Senior Member, IEEEexplains in
the document Lithium-ion Battery Pack On-board
Diagnosis of Soft Short Circuit Fault for Electric Vehicles
Applying a Broader Kalman Filter The suggested
technique uses a recursive estimate algorithm called the
Extended Kalman Filter (EKF) to identify and diagnose
soft short circuit issues. On-board Implementation,
Real-time Detection, Model-Based The methods have
achieved remarkable progress in battery soft SC fault
detection; they are not solely software-based systems
that can only identify SC faults in battery cells. as
Shown in Fig. 1 (a)(b) and Fig. 2(a)(b).
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Da Li, Zhaosheng Zhang , Peng Liu , Zhenpo Wang,
Member, IEEE, and Lei Zhang , Member, IEEEThe
authors of this study combine an equivalent circuit
model (ECM) with a long short-term memory recurrent
neural network (LSTM) to provide a novel battery
defect diagnosis technique for electric vehicles (EVs).
Utilizing a prejudging model to cut down on calculation
time and promote diagnosis reliability, the method
incorporates a modified adaptive boosting technique
to improve diagnosis accuracy. The plan accomplishes
potential failure risk assessment by taking into account
the impact of driver behavior on battery systems and
provides early thermal runaway alerts. The robustness,
superiority, and real-world operational data from
China’s National Monitoring and Management
Center for New Energy Vehicles are used to evaluate
the approach. The outcomes highlight the potential
contribution of the suggested strategy to improving the
safety and dependability of EVs by demonstrating its
efficacy in precisely detecting thermal runaway cells and
diagnosing probable battery cell failures. A thorough
data collection strategy from a range of working and
perhaps malfunctioning cars is also included in the
study. This strategy uses an LSTM and ECM coupling
to anticipate battery voltage and diagnose faults in
real-world electric vehicle operations. The suggested
paradigm addresses important problems with EV
battery management systems and provides a viable path

April 2024



Anomaly Detection System for Internal Faults in Electric Vehicles

for real-time malfunction diagnosis as shown in Fig. 3
and Fig. 4.
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Yunlong Shang, Gaopeng Lu, Yongzhe Kang, Zhongkai
Zhou, Bin Duan, ChenghuiZhangIn order to detect
battery failures in lithium-ion batteries used in electric
vehicles early on, this research study presents a real-
time multi-fault diagnostic technique. The suggested
method makes use of a modified version of Sample
Entropy to anticipate the time of fault incidence and
diagnose and predict a variety of early battery defects,
such as short- and open-circuits, by examining cell-
voltage sequences within a moving frame. An accurate
battery model is not necessary because of the method’s
excellent robustness, high dependability, and minimal
computing cost. The effectiveness of this technique is
validated by the experimental results, which also include
comparisons with conventional methods. This presents
a viable and promising approach to improving safety in
real-world electric car applications. In order to detect
battery failures in lithium-ion batteries used in electric
vehicles early on, this research study presents a real-
time multi-fault diagnostic technique. The suggested
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method makes use of a modified version of Sample
Entropy to anticipate the time of fault incidence and
diagnose and predict a variety of early battery defects,
such as short- and open-circuits, by examining cell-
voltage sequences within a moving frame. An accurate
battery model is not necessary because of the method’s
excellent robustness, high dependability, and minimal
computing cost. The effectiveness of this technique
is validated by the experimental results, which also
include comparisons with conventional methods. This
presents a viable and promising approach to improving
safety in real-world electric car applications.

Qingsong Wanga, Binbin Maoa, Stanislav 1. Stoliarov,
Jinhua Sunaln spite of their widespread use because
of their high energy density and other benefits,
lithium-ion batteries (LIBs) present a number of
thermal stability concerns. This research study offers a
thorough assessment of these issues. The possible risks
connected with LIB failures—such as thermal runaway,
fire, and explosion—that prevent their widespread
use in energy storage systems and electric cars are
covered in this paper. The chemistry and components
of LIBs, including as the cathode and anode materials,
electrolytes, and separators, are covered in the review.
It investigates the reasons behind single LIB cells and
multi-cell battery packs experiencing thermal runaway
and fire.The study also addresses different approaches
to reducing these risks, stressing the value of safety
engineering in tackling the difficulties presented by
LIBs in light of the rising demand for alternative energy
sources and the requirement to lower CO2 emissions. In
order to improve the safety and dependability of LIB-
based technologies in the future, the overview highlights
the current research directions, which include the
development of novel materials, sophisticated battery
management systems, and automatic fire extinguishing
systems.

PROPOSED SYSTEM

According to the flow chart in fig. 5 “Advanced EV
Diagnostics and Anomaly Detection,” the suggested
system is intended to greatly improve the dependability,
efficiency, and safety of electric cars (EVs). With an
emphasis on internal fault prevention specifically,
overheating situations that could result in fire hazards
the system has a strong design and integrates a variety
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of sensors to keep an eye on essential EV systems and
components. Sensor data is analyzed in real-time using
sophisticated data processing algorithms and machine
learning models, which allows for the early identification
ofabnormalities and the prediction of possible problems.
The system is designed with the express purpose of
avoiding serious harm and hazards to the car and its
surroundings. The safety of EVs is promoted via a user-
friendly interface that offers real-time diagnostics and
anomaly notifications to vehicle operators. The system
is positioned as a holistic solution to reduce the risks
associated with internal problems in EVs because of
its multifaceted approach, which tackles concerns
related to safety, reliability, preventative maintenance,
cost savings, regulatory compliance, and consumer
confidence. To guarantee optimal performance, the
implementation entails extensive testing and validation
using simulated situations and real-world testing. The
system’s adaptability also extends to risk identification,
enabling proactive handling of possible difficulties and
uncertainties to guarantee the project’s success as a
whole.

Data traising

Masded Building by uving

welinched component

Fig. S
REQUIREMENT IDENTIFIED
Hardware Requirements:

. PIC Kit 3 Microcontroller

. Registers

. Capacitors

. Current Transformers (CT Coils)

. Switched-Mode Power Supply (SMPS)
. Connectors

. LEDs

. PT-100 Sensors
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SOFTWARE REQUIREMENTS

1. MPLAB IDE

2. C Language

3. Proteus for Simulation

4. Artificial Neural Network (ANN) Algorithm

RISK IDENTIFIED

The process of detecting risks include locating potential
difficulties, ambiguities, and roadblocks that could
hinder the project’s advancement or success. Technical,
organizational, environmental, and stakeholder-related
risks are all possible. A backup plan or contingency
strategy is created after hazards are identified. This
strategy specifies the team’s course of action in the
event that a risk materializes, guaranteeing that the
project can proceed without interruption even in the
face of unforeseen difficulties. A backup plan gives the
group a sense of confidence and enables them to react
quickly and skillfully to lessen the impact of hazards..

RESULTS

1. Improved Safety and Reliability: By offering
advanced diagnostics and anomaly detection
capabilities, the system’s deployment is anticipated
to greatly improve the safety and dependability of
electric vehicles (EVs).

2. Preventive Maintenance and Cost Savings:
Preventive maintenance is made possible by the
system’s capacity to anticipate certain malfunctions,
particularly overheating situations that pose a fire
risk. This reduces the need for expensive repairs
and serious damages while also improving safety.

3. Regulatory Compliance: By adhering to safety
requirements, the system helps ensure that electric
car industry standards and regulations are followed.

4. Customer Confidence: Resolving internal fault
safety issues and offering real-time monitoring,
fault detection, and early warnings will help to
increase customers’ trust in the dependability and
safety of electric vehicles.

5. Real-time Monitoring and Predictive Analysis:
Using machine learning models, the system
provides predictive analysis in addition to real-time
monitoring of crucial components. This guarantees
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early detection of possible issues, enabling prompt
interventions.

6. Customized remedies and Alerts: The system
offers targeted reactions to various internal faults
and offers customized remedies for particular fault
conditions. A further improvement to the system’s
efficacy in averting mishaps and fires comes from
early warning notifications.

7. Preservation of Trust: The system is vital to
maintaining public confidence in EV technology
since it successfully addresses safety concerns
pertaining to internal defects. This is especially
crucial as electric vehicles (EVs) proliferate in
more applications.

8. Effective System Management: By providing rapid
remote diagnostics and the capacity to address
problems quickly, the system makes it easier to
manage fleets of electric vehicles. This holds
particular significance for applications such as car-
sharing services and public transportation.

9. Support for Smart Grids: It is planned that the
system will be integrated with smart grids, allowing
it to efficiently balance electricity and maintain the
general stability of the electric grid.

10. Adaptation to Future Law: Given the dynamic
nature of rules pertaining to the electric vehicle
industry, the system sets EVs up for potential future
legislative adaptation.

CONCLUSION

To sum up, a number of favorable effects are anticipated
from the suggested method, such as increased safety,
preventive maintenance, customer confidence, and
effective system administration. These findings support
the more general objectives of improving the state of
electric car technology and resolving safety issues
related to internal defects.

SCOPE OF WORK

The creation and deployment of an advanced “EV
Diagnostics and Anomaly Detection System” for
electric cars (EVs) is included in the project’s scope of
work. This include building a solid system architecture,
incorporating a range of sensors to keep an eye on
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important parts, creating real-time data processing
algorithms, and putting machine learning models into
practice for preventative maintenance. The emphasis
is on finding internal flaws in EV batteries, especially
those that can cause overheating and fire dangers.In
addition, the project entails developing an intuitive
user interface, carrying out exhaustive testing and
validation, recognizing and mitigating possible risks,
guaranteeing legal compliance, facilitating effective
fleet management, investigating integration with
smart grids, and setting up processes for continuous
improvement. The scope includes essential elements
like as stakeholder communication, training sessions,
and thorough documentation, which guarantee
a comprehensive strategy to improve EV safety,
dependability, and user confidence.
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ABSTRACT

This review explores innovative strategies to combat the pervasive issue of food spoilage by employing
sensor technology, gas monitoring, and Internet of Things (IoT) connectivity. The proposed system utilizes a
microcontroller to issue timely alerts upon detecting spoilage indicators, offering a technological alternative to
manual food detection processes in industries. Additionally, the integration of machine learning enhances the
model’s predictive capabilities, estimating the likelihood and duration of food spoilage based on vendor-specific
factors. This approach not only addresses consumer safety concerns but also has the potential to instigate healthy
competition among retailers, encouraging the sale of fresher and safer food products. The review aims to provide a
succinct overview of advancements in food spoilage detection systems, catering to researchers, practitioners, and
stakeholders seeking insights into cutting-edge technologies for ensuring food safety.

KEYWORDS : Food spoilage detection, Sensor technology, Gas monitoring, Internet of Things (loT),

Microcontroller, Machine learning.

INTRODUCTION

In the contemporary landscape of the 21st century,
the food sector stands as a significant pillar of
our economy. Amidst its multifaceted challenges, a
prominent issue demanding attention is food spoilage,
particularly affecting perishable items such as meat,
fruits, and vegetables. Compounding this challenge
is the pervasive occurrence of undetected spoilt
items reaching consumers. Across various fruits and
vegetables industries, the quality-check process remains
predominantly manual, relying on human inspection
along conveyor belts. Introducing an automated system
not only promises enhanced accuracy in detecting spoilt
food but also heralds a reduction in manual manpower.
[1][4] This review envisions the automation of this
critical process through the integration of intelligent
sensors, notably the Node Mcu microcontroller. Upon
the identification of spoilt or stale food items, an
audible alert system is activated, while concurrently
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transmitting data to the cloud through Internet of Things
(IoT) applications. This inter- connected framework not
only improves detection efficiency but also establishes
transparency by enabling authorities to monitor the
frequency of spoilt food occurrences.

PRINCIPLE OF SENSING

The detection of food spoilage hinges on a nuanced
under- standing of pivotal principles, each illuminating
distinct facets of spoilage indicators.

Oxygen Level Detection: Central to this principle is the
premise that the presence of germs within a food item,
whether fruits or meat, induces a discernible alteration
in the ambient oxygen levels. As these microorganisms
metabolize, they deplete the oxygen content in
their immediate vicinity, resulting in a measurable
reduction compared to the norm. The proposed sensing
mechanism aims to capitalize on this phenomenon,
employing intelligent sensors to meticulously monitor
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and detect variations in oxygen levels. By discerning
these deviations, the system can effectively identify
potential spoilage, offering a proactive approach to food
quality assessment. [1][3]

Ammonia Gas Sensing: Specifically tailored for meat
items such as fish, the second principle revolves around
the detection of ammonia gas emanating from stale
products. When meat undergoes spoilage, it releases
ammonia gases as a byproduct of bacterial degradation.
To capture this distinctive spoilage marker, a gas sensor
is strategically deployed to measure ammonia levels in
the proximity of the food item. An aberration in these
levels triggers an alert mechanism interfaced with the
microcontroller, signaling potential spoilage. This dual-
pronged approach, combining oxygen level detection
and ammonia gas sensing, enhances the system’s
sensitivity and specificity, providing a comprehensive
framework for reliable spoilage detection. [1][3][2]

Temperature Fluctuations: Beyond oxygen levels
and gas emissions, an additional critical parameter for
spoilage detection involves monitoring temperature
fluctuations. Spoiled food items often undergo
alterations in temperature due to microbial activity.
Integrating temperature sensors into the detection
system allows for a holistic assessment, capturing the
synergistic relationship between temperature variations
and spoilage progression. Real-time monitoring of
temperature dynamics adds an extra layer of precision,
further fortifying the efficacy of the proposed spoilage
detection model. [4][6]

Humidity Monitoring: Recognizing the influence of
moisture on food quality, humidity monitoring emerges
as another indispensable facet. Spoiled food items often
exhibit changes in humidity levels as a consequence of
microbial growth or water release. By incorporating
humidity sensors into the sensing framework, the
system gains the capacity to detect deviations in
moisture content, providing an additional dimension
to the spoilage detection process. This multifaceted
approach, encompassing oxygen levels, gas emissions,
temperature fluctuations, and humidity monitoring,
establishes a robust foundation for an advanced and
adaptive food spoilage detection system.
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ALTERNATIVE WORK IN THE FIELD

* Artificial Intelligence Approach: A burgeoning
avenue in the realm of food spoilage detection
involves the integration of artificial intelligence
(AD). Current research explores the utilization of
computer vision techniques, leveraging image
analysis to discern the spoilage status of a given
food item. While this method offers a non-
intrusive means of inspection, a notable limitation
lies in its inability to penetrate the interior of the
food item. [1][3] Image capture provides only
surface-level insights, posing challenges for a
comprehensive assessment of spoilage. The quest
for an all-encompassing solution prompts ongoing
investigations into refining the capabilities of
Al-based approaches in addressing the intricate
nuances of food spoilage detection.

e MIT Research: A notable contribution to the
field emerges from the Massachusetts Institute
of Technology (MIT), where a research team has
developed a sensor dedicated to the detection of
spoilt meat items. This innovative sensor, while
proficient in discerning specific gases indicative of
spoilage, grapples with the limitation of potential
false negatives. [1][3] The exclusive reliance on a
singular gas marker poses challenges in achieving
a comprehensive and foolproof spoilage detection
system, thereby underscoring the need for a more
nuanced and multifaceted approach.

*  Blockchain Integration: A cutting-edge direction
in food safety technology involves the integration
of blockchain. Some initiatives explore the use
of blockchain to create immutable records of
the entire food supply chain, from production to
consumption. This tamper-resistant and transparent
ledger system not only enhances traceability but
also ensures the authenticity and quality of food
products. Incorporating blockchain technology
into spoilage detection systems could provide an
additional layer of security and accountability, con-
tributing to a more resilient and trustworthy food
safety ecosystem.

*  Spectral Analysis Techniques: Advancements in
spectral analysis techniques are gaining traction
as an alternative avenue for spoilage detection. By
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examining the unique spectral signatures of food
items, particularly in the infrared and ultraviolet
ranges, researchers aim to uncover subtle changes
indicative of spoilage. This non- invasive approach
holds promise for detecting spoilage at early stages,
offering a complementary perspective to traditional
sensor-based methods.

Nanotechnology Applications: Exploring the
intersection of nanotechnology and food safety,
researchers are investigating the use of nanosensors
for spoilage detection. These miniature sensors can
operate at the nanoscale, providing high sensitivity
to changes in the composition of food items.
Nanotechnology applications hold potential for
enhancing the precision and efficiency of spoilage
detection systems, presenting an avenue for future
innovation in the field. [6]

Machine Olfaction: In anovel approach, researchers
are exploring machine olfaction, inspired by the
human sense of smell, for detecting food spoilage.
Utilizing electronic noses that mimic the olfactory
system, these systems analyze the volatile organic
compounds emitted by spoiling food. Machine
olfaction presents a unique perspective on spoilage
detection, leveraging principles from nature to
enhance the sensitivity and specificity of detection
systems.

What proposed system proposes: In the pursuit of
heightened accuracy, our proposed system pioneers
a dual-sensor strategy, integrating cumulative
values from both oxygen and ammonia sensors.
This innovative amalgamation not only mitigates
the risks of false negatives but also establishes a
more resilient decision-making framework. Beyond
gas-specific detection, our approach broadens its
scope by incorporating an oxygen sensor, enabling
the identification of germ infections across diverse
food items. Furthermore, our system recognizes
the significance of additional parameters, such as
temperature fluctuations and humidity levels, in
fortifying the robustness of spoilage detection.
By encompassing these multifaceted elements,
our proposed model aspires to set a new standard
in comprehensive and adaptable food spoilage
detection systems. Combing IoT and Machine
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learning only increases the interoperability and
application. [1]

METHODOLOGY

Our proposed methodology constitutes a multifaceted
approach, intertwining sensor technology, machine
learning, and cloud-based analysis to create a robust
and adaptive system for food spoilage detection.

Special Issue No. 1

Sensor Monitoring and Data Acquisition: The
foundation of our methodology lies in the
deployment of intelligent sensors, specifically
oxygen and ammonia sensors, to measure the
respective content in a given food item. These
sensors act as vigilant sentinels, capturing crucial
data related to spoilage indicators. The real-
time data generated by the sensors serves as the
fundamental input for subsequent analysis and
decision-making. [1][3]

Machine Learning Model Utilization: To decipher
the intricate patterns within the sensor data, a
machine learning model is employed. Trained on
a diverse dataset encompassing various spoilage
scenarios, the model utilizes the oxygen and
ammonia content as key features to predict the
spoilage status of the food item. This predictive
capability enhances the system’s discernment,
enabling it to make informed decisions regarding
the freshness or spoilage of the monitored food
items. [1]

Node Mcu Implementation and Cloud Integration:
The Node Mcu microcontroller takes on a pivotal
role in the practical implementation of our spoilage
detection system. Upon encountering a spoilt food
item, the microcontroller triggers a sound alert,
drawing attention to the potential spoilage event.
Simultaneously, the data collected from the sensors
is transmitted to a cloud platform for comprehensive
analysis and storage. [1][3]

Cloud Platform Integration - Leveraging ThingS-
peak: Our methodology integrates with popular
cloud platforms, exemplified by ThingSpeak,
to facilitate indepth analysis of the accumulated
data. In the context of food industries, this cloud-
based approach offers valuable insights such as the
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occurrences of spoilt food items throughout the day,
identifying peak durations of spoilage incidents
(e.g., day, afternoon, evening). [1] Furthermore,
the system provides metrics on the successful
separation of spoilt food items, contributing to
a more nuanced understanding of operational
efficiency. A sample plot on ThingSpeak illustrates
the dynamic tracking of spoilt food items on
different days of the month, offering a visually
intuitive platform for comprehensive data analysis.

[3]
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Fig. 1. Sample plot on Thingspeak [1]

*  Predictive Analysis and Model Refinement: The
cloud platform not only serves as a repository
for real-time data but also facilitates ongoing
predictive analysis. By monitoring the frequency
of spoilt food occurrences over time, the machine
learning model can be iteratively deployed to
predict the average shelf life of various food items.
This cyclical process of data analysis and model
refinement ensures the adaptability and accuracy of
the system, enhancing its utility in dynamic food
industry settings.

In summary, our methodology seamlessly integrates
sensor technologies, machine learning algorithms,
and cloud-based analytics to create an advanced
food spoilage detection system. This comprehensive
approach not only detects spoilage in real- time but
also contributes to predictive analytics and continuous
improvement, setting a precedent for the future of
intelligent food quality monitoring systems.
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SCOPE OF MACHINE LEARNING:
ELEVATING PRODUCTIVITY AND
INSIGHT

Machine learning, the dynamic field dedicated to the
acquisition of knowledge from data and the subsequent
formulation of predictions, emerges as a transformative
force within the ambit of our project. The diverse
applications of machine learning in this context herald
a new era of efficiency and insight, revolutionizing the
landscape of food spoilage detection.

Industrial
Allocation

Application: Optimizing Resource

In the realm of industrial application, machine learning
stands as a strategic ally for enhancing productivity and
resource management. Through meticulous analysis
of spoilt food data, the system adeptly forecasts peak
occurrences of spoilage during specific times of the day.
Additionally, it discerns patterns regarding the specific
food items most susceptible to spoilage. Leveraging this
insight, industrial operations can dynamically adjust
workforce allocation, channeling more manpower
during peak spoilage periods and optimizing staffing
during other times. This adaptive approach not only
conserves significant manpower resources but also
streamlines operational efficiency, minimizing the
economic impact of spoilage incidents. [1][4][6]

Commercial Application:
Accountability

Empowering Vendor

Extending its reach to commercial spheres, machine
learning introduces a paradigm shift in the retail and
grocery land- scape. By scrutinizing collective data on
the frequency of food spoilage associated with specific
vendors, the system provides valuable insights into
vendor-specific spoilage patterns. This information
acts as a catalyst for accountability, compelling
vendors to prioritize food items with extended shelf
life. Simultaneously, it fosters consumer awareness,
encouraging informed choices by highlighting the shelf
life of products. This symbiotic relationship between
vendors and consumers serves to elevate the overall
quality of food products available in the commercial
market. [1]
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Consumer Application: Ensuring Food Safety in
Real Time

At the consumer level, the integration of machine
learning into refrigeration systems manifests as a pivotal
advancement in food safety. The smart sensing system,
seamlessly incorporating machine learning algorithms,
proactively detects spoilage events and promptly sends
email notifications directly to users. This real-time
communication ensures that consumers, especially
vulnerable groups like children, are promptly informed
and safeguarded against the consumption of harmful
or spoilt food. This not only enhances consumer well-
being but also promotes a culture of safety and vigilance
in food consumption practices. [1][3]

Environmental Impact Assessment

Beyond its immediate applications, machine learning
can be harnessed for a broader environmental impact
assessment. By analyzing patterns of food spoilage
data over extended periods, the system can contribute
valuable insights into the ecological footprint of
wastage. This knowledge can inform sustainable
practices, aiding in the development of strategies to
minimize food waste and its associated environmental
implications. [4]

Dynamic Model Refinement

The iterative nature of machine learning models allows
for continuous refinement based on evolving data
patterns. As the system accumulates more data on food
spoilage occurrences, the machine learning model can
be dynamically updated and fine-tuned. This ongoing
refinement ensures that the system remains adaptive
and responsive to changing patterns in food spoilage,
reinforcing its long-term efficacy and relevance in
diverse applications.

In essence, the scope of machine learning in this project
transcends mere prediction; it becomes a catalyst for
operational efficiency, vendor accountability, consumer
safety, environmental stewardship, and ongoing model
refinement. The transformative potential of machine
learning in the domain of food spoilage detection lays
the foundation for a paradigm shift in how we approach
food quality and safety across various sectors.
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DEVELOPMENT OF ML MODEL

The development of our machine learning model
represents a pivotal stride towards augmenting food
safety through proactive spoilage detection. This
section outlines the intricate process from data input to
model evaluation, showcasing the efficacy of logistic
regression and paving the way for future extensions.

Input and Output Parameters

The foundational elements of our machine learning
model are characterized by the input source, primarily
the food item under consideration, and the binary output
indicating whether the food item is deemed spoilt or
not. This binary classification hinges on the nuanced
analysis of oxygen and ammonia concentrations for
each sampled instance. [1]

Training Data and Learning Algorithm

The crux of our machine learning model lies in its
learning algorithm, with logistic regression emerging
as the chosen methodology. This model calculates the
probability of a given input instance belonging to either
the ’Spoilt’ or "Not Spoilt’ class. Leveraging this binary
output, the probabilities of spoilage are ascertained for
different days, enabling consumers to anticipate the
expected shelf life based on the food vendor source.
Logistic regression, renowned for its versatility in
binary classification tasks, serves as a powerful tool for
predicting spoilage outcomes. [1]

Evaluation of Machine Learning Model

To assess the performance of various machine learning
models, a sample dataset comprising instances of
spoilt and non-spoilt foods, along with corresponding
ammonia and oxygen gas concentrations, was
meticulously crafted. Rigorous evaluations were
conducted on three distinct models: Linear Regression,
Support Vector Machine, and Logistic Regression. The
evaluation metrics, including mean-squared errors,
were employed to gauge the models’ proficiency.
Remarkably, Logistic Regression emerged as the
front runner, boasting a mean- squared error of zero.
This compelling performance solidified the choice
of Logistic Regression as the model of choice for our
spoilage detection system. [1]
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Fig. 2. An image of sample portion of dataset
Further Scope of Machine Learning:

While our current machine learning model exhibits
commendable accuracy, its potential for expansion
remains a dynamic frontier. The model’s performance
is contingent upon the dataset at its disposal, and as
we accrue more data, avenues for extensions become
apparent. Future enhancements may encompass
predictive capabilities, such as estimating the duration
a food item can last based on its vendor source. This
extension holds profound implications for inventory
management in the food industry and can foster
general awareness about food safety practices. The
iterative nature of machine learning allows for ongoing
refinement and expansion, ensuring the model’s
adaptability to evolving data patterns and reinforcing
its role as a pioneering force in proactive food safety.

SYSTEM ARCHITECTURE
Sensor Array for Comprehensive Monitoring

At the heart of the system lies a meticulously crafted
sensor array, featuring TVOC (Total Volatile Organic
Compounds) sensors, specifically CCS811, and
ammonia sensors. These sensors collectively monitor
the volatile organic compound content of each food
item under scrutiny. This granular level of sensing not
only captures surface-level indicators but delves into
the intricate details of organic compounds, laying the
foundation for a nuanced understanding of food quality.
[L1[312]

Machine Learning Model for Predictive Analysis

Harnessing the wealth of data from the sensor array,
a robust machine learning model takes center stage.
Trained on an extensive dataset comprising instances
of spoilt and unspoilt food items, the model leverages
TVOC and ammonia content as key features. This
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predictive analysis empowers the system to make real-
time decisions on whether a given food item is deemed
spoilt or not. The integration of machine learning
augments the system’s discernment, providing a
dynamic and adaptive framework for spoilage detection.

[1]
| ®uCC

Fig. 3. TVOC

Fig. 4. MQ-135 Ammonia Gas Sensor

NodeMCU-ESP32 Microcontroller: The Brains of
Operation

The NodeMCU-ESP32 microcontroller serves as
the operational nexus, seamlessly connecting the
sensor array and the machine learning model. Upon
encountering a spoilt food item, this intelligent
microcontroller orchestrates an immediate response
by sounding a buzzer. Beyond real-time alerts, the
NodeMCU-ESP32 acts as a conduit for data transmission
to a cloud platform, initiating a cascade of events that
contribute to a holistic understanding of food spoilage
patterns. [1][3][2]

Cloud Platform Integration for Analytical Insights

The system extends its reach to the cloud, integrating
with a powerful cloud platform. This integration
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facilitates comprehensive analysis and storage of the data
generated by the sensor array and the microcontroller.
The cloud platform becomes a repository for crucial
insights, including the frequency of spoilt food
occurrences. This wealth of data not only aids in real-
time monitoring but also lays the groundwork for
predictive analytics and trend analysis, contributing to a
more informed understanding of food quality dynamics.

[11(3]

Fig. S. NodeMCU-ESP32 Microcontroller
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Fig. 7. Flowchart [2]
Predictive Analytics for Shelf Life Estimation

A distinctive facet of the system lies in its predictive
analytics capabilities. By continuously monitoring
the number of spoilt food occurrences, the machine
learning model can be iteratively deployed to predict
the average shelf life of given food items. This forward-
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looking dimension introduces a proactive element,
enabling stakeholders to anticipate shelf life trends and
optimize inventory management practices. [1]

Feedback Loop for Continuous Improvement

The system embraces a feedback loop mechanism,
crucial for continuous improvement. As the machine
learning model processes new data and refines its
predictive capabilities, the insights gained from cloud-
based analytics inform future iterations. This iterative
process ensures that the system remains adaptable
to evolving patterns, setting a precedent for ongoing
advancements in smart food spoilage detection.

In essence, the system architecture represents a
symbiotic amalgamation of sensor precision, machine
learning prowess, microcontroller intelligence, and
cloud-based analytics. This orchestrated synergy not
only elevates the accuracy of spoilage detection but
also establishes a foundation for predictive insights,
contributing to a paradigm shift in how we approach
food quality monitoring in the modern era.

IMPLEMENTATION

The practical implementation of our advanced spoilage
detection system unfolds across various sectors,
ushering in a new era of efficiency and precision. Each
deployment scenario capitalizes on the unique features
of our sensor array, machine learning model, and
microcontroller, showcasing the versatility and impact
of our innovation.

Retail Stores:
Management

Revolutionizing Inventory

In the dynamic landscape of retail stores, our system
finds a natural fit within the intricate web of shelves
and containers. The strategic placement of our array of
ammonia and oxygen sensors within these storage units
transforms them into vigilant sentinels for food quality.
As soon as a spoilt food item is detected, an immediate
alert is relayed to the management. The real-time
monitoring capabilities extend beyond mere detection;
they empower the management to prioritize the sale
of items with shorter shelf lives, optimizing inventory
turnover and minimizing potential losses. This nuanced
approach to inventory management heralds a paradigm
shift, offering retail stores a dynamic tool to enhance
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operational efficiency. [1]

Food Industry: Enhancing Conveyor Belt Operations

In the vast expanse of the food processing industry,
our system integrates seamlessly into the bustling
operations along conveyor belts. The array of sensors
is strategically positioned across the conveyor
belt, forming an unobtrusive yet powerful network
for spoilage detection. This deployment enables
management to track and analyze the temporal patterns
of spoilt food occurrences throughout the day. Armed
with this insightful data, proactive measures can be
taken to address specific timeframes where spoilage is
most prevalent. The real-time feed-back loop not only
bolsters food safety measures but also contributes to
operational optimization, establishing our system as an
invaluable asset within the industrial landscape. [1][3]
[4]

Household: Empowering Personalized Food Safety

At the intimate level of households, our system takes
residence within refrigerators, becoming the guardians
ofindividual food safety. The array of sensors seamlessly
integrates into the refrigeration environment, constantly
monitoring the volatile organic compound content of
stored items. Upon detecting a spoilt food item, the
microcontroller orchestrates a dual-response — sounding
a buzzer within the household and triggering an email
alert to the owner. This personalized notification
system ensures swift action, preventing the inadvertent
consumption of harmful or spoilt food. The household
deployment not only enhances food safety practices
but also cultivates a culture of awareness and proactive
engagement among consumers.

Transportation: Ensuring Quality Throughout the
Supply Chain

Extending the reach of our system, transportation
scenarios within the food supply chain benefit from the
integration of our sensor array. Placing sensors within
transport containers enables real-time monitoring of
food quality during transit. Alerts can be generated if
spoilage is detected, allowing for prompt intervention
and minimizing the risk of compromised food safety.
This application ensures the integrity of food items
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throughout the supply chain journey, reinforcing the
commitment to delivering fresh and safe products to
end consumers. [4][1]

Integration with loT-enabled Smart Appliances

Expanding the horizon, our system seamlessly integrates
with IoT-enabled smart appliances. Refrigerators,
storage units, and transportation containers equipped
with IoT capabilities can leverage our sensors to not
only detect spoilage but also communicate with other
smart devices. This interconnected ecosystem facilitates
dynamic adjustments, such as temperature control or
isolation of spoilt items, optimizing the entire food
storage and transportation process. [1][3][2]

CONCLUSION

In culmination, our exhaustive research highlights
the pro- found impact of integrating sensors, IoT, and
machine learning within the food industry. Beyond
revolutionizing food quality monitoring, this synergy
fuels a competition among manufacturers to prioritize
healthier products, fostering con- sumer awareness and
a culture of informed consumption. The interconnected
ecosystems facilitated by loT, coupled with predictive
insights from machine learning, usher in a new era
of efficiency and sustainability. Beyond immediate
applications, the model holds economic benefits by
minimizing food waste and building consumer trust.
This dynamic framework, continuously refined through
iterative feedback, positions itself at the forefront of
technological innovation, promising a future where
technology not only transforms industry practices but
also cultivates positive cultural and environmental
change.
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ABSTRACT

The proposed weed detection and elimination system, utilizing a combination of Deep learning-based object
detection and a robotic arm, is highly effective in crop management. Unlike traditional methods that rely on
herbicides and manual labor, this innovative approach significantly reduces the need for these resources. The
system employs computer vision and robotics to autonomously detect and eliminate weeds, thus minimizing the
harmful impact of herbicides on nature. The process begins with a camera capturing images of both crops and
weeds, followed by Deep learning classification to identify the weeds. The evaluation of the system on a dataset
from a maize field demonstrates an impressive accuracy rate exceeding 90 per cent. This breakthrough not only
enhances the efficiency and precision of weed detection and elimination in crop production but also results in a
substantial reduction in herbicide usage and labor costs. The integration of technology in agriculture showcases a

promising future for sustainable and resource-efficient farming practices.

INTRODUCTION

n the ever-evolving landscape of agriculture, the

demand for innovative and sustainable practices
has become paramount. Weed management poses
a significant challenge for farmers, with traditional
methods often relying on herbicides, manual labor,
and resource-intensive processes. In response to these
challenges, our research introduces a ground break ing
solution — a Deep Learning-Based Laser Weeding
Robot designed to revolutionize weed control in
agriculture.

Traditional weed management systems have inherent
drawbacks, including environmental concerns
associated with herbicide usage and the labor-intensive
nature of manual weeding. Our proposed system seeks
to address these issues by leveraging the power of deep
learning and robotics, ushering in a new era of precision
agriculture.

The core concept of our research involves the integration
of deep learning algorithms for weed detection and a
state-of-the-art robotic system equipped with a laser
module for precise and targeted weed elimination. This

www.isteonline.in  Vol. 47

Special Issue No. 1

synergy aims to provide an autonomous, efficient, and
environmentally friendly solution to weed management
in various crop settings.

The deep learning component of our system plays
a pivotal role in the accurate identification and
classification of weeds. By training the system on diverse
datasets encompassing crop and weed images, the
model becomes adept at recognizing and distinguishing
between the two. This ensures a high level of accuracy
in identifying weeds within the crop environment.

Complementing the deep learning aspect, our robotic
system incorporates a laser module capable of
selectively targeting and eliminating identified weeds.
This approach not only reduces the reliance on chemical
herbicides but also minimizes collateral damage to
surrounding crops, promoting a more sustainable and
eco-friendly agricultural ecosystem.

In this paper, we present the design, development, and
evaluation of our Deep Learning-Based Laser Weeding
Robot. We discuss the integration of deep learning
algorithms, the robotic system’s hardware and software
components, and present results from field trials
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demonstrating the system’s efficacy in weed detection
and elimination. Through this research, we aim to
contribute to the ongoing discourse on sustainable
agriculture and offer a transformative solution for weed
management that aligns with the principles of precision
farming and environmental stewardship.

LITERATURE REVIEW

1. “Deep Learning Weed Detection and Elimination
in Agriculture” (IEEE Xplore, 2023):

This paper investigates the application of deep
learning techniques for weed detection and
elimination in agricultural contexts. It likely
explores the effectiveness of advanced neural
network models in comparison to traditional
methods, offering insights into the potential of
deep learning to revolutionize weed management
in modern agriculture.

2. “DeepVeg: Deep Learning Model for Segmentation
of Weed Canola, and Canola Flea Beetle Damage”
(IEEE Access, 2021):

Focused on segmentation, this study introduces
Deep Veg, a deep learning model designed for
accurately distinguishing between weed, canola,
and canola flea beetle damage. The paper likely
delves into the architecture and training process of
DeepVeg, emphasizing its role in providing precise
segmentation in agricultural imagery.

3. “Formation of Lightweight, Deep Learning-Based
Weed Detection System” (Applied Science, 2023):

Addressing the need for lightweight weed detection
systems, this paper likely explores the trade-offs be-
tween model complexity and accuracy. The study
may present a solution to efficiently detect weeds
using deep learning while considering resource
constraints, contributing to the development of
more practical and accessible technologies.

4. “lIoT Based Weed Detection And Removal In
Precision Agriculture” (IEEE Xplore, 2023):

Investigating the intersection of the Internet of
Things (IoT) and weed management, this paper
likely explores an integrated approach for weed
detection and removal in precision agriculture. The
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study may present how IoT technologies enhance
real-time  monitoring and decision-making,
optimizing weed control strategies for more
efficient and sustainable farming.

ARCHITECTURE
Hardware Architecture

Raspberry Pi Camera Module 3 Wide (12MP): Cap-
tures images of the field. AtomStack Extension Kit:
Enhances the capabilities of the laser engraving
machine, potentially providing additional features for
the robot.

IW Laser Engraver with adjustable Focus: Used for
precise laser weeding.

Raspberry Pi 4 Model-B with 8 GB RAM: Serves as
the central processing unit, responsible for image
processing, deep learning, and control of the robotic
components.

L ppbeiry
Hil
T

§TER 3

Figure 1. Architecture
Software Architecture

Deep Learning Algorithm (YOLO): Object Detection:
YOLO algorithm processes images from the camera
module to detect and classify weeds in real- time.

Control and Decision-Making: The Raspberry Pi 4
processes the information from the YOLO algorithm
and makes decisions on weed removal. It controls the
motors, ensuring the robot moves autonomously based
on the detected weeds.
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Autonomous Operation

Sensors and Actuators: The robot’s autonomy is
facilitated by sensors (potentially part of the AtomStack
kit) that provide feedback on the environment. Actuators,
driven by motor drivers, control the movement and
operation of the laser engraver.

Integration and Communication

Components are integrated through communication
protocols, likely using GPIO pins on the Raspberry
Pi for controlling motors and the laser engraver. The
Raspberry Pi communicates with the AtomStack kit and
receives data from the camera module.

Raspberry-Pi

In our cool project, we’re using the Raspberry Pi 4B,
which is like the brain of our setup. It’s got some fancy
tech, like the BCM2711 chip and 8GB of memory from
Micron. We power it up with a USB-C charger, and it
connects to stuff with Wi-Fi and Bluetooth. The Pi has
these small ports for connecting cameras and displays,
making our project super versatile. With its strong
graphics support, it’s a crucial part of our cool setup
that makes everything work smoothly.

Figure 2. Raspberry-Pi
Laser

In our project incorporates a high-power laser designed
for engraving and cutting, boasting 1-watt (1000mW)
laser power at a wavelength of 450nm. This versatile
module allows precise engraving on materials like
plastic, wood, acrylic, PVC, and PCB. With an adjustable
dotted spot type and forced air cooling for optimal
performance, the laser seamlessly integrates with our
system, operating efficiently on a 12V DC input. Its
straightforward design facilitates precise engraving
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without additional pictures on the bracket and power
supply. The laser works by emitting a focused beam of
light, adjustable for various applications, making it a
crucial element in our project for achieving intricate
and accurate engraving tasks.

Figure 3. 1W Laser Engraver with adjustable Focus
Raspberry Pi Camera

we’re using the Raspberry Pi Camera Module 3, a tiny
but powerful camera for Raspberry Pi devices. It’s got
a fancy 12-megapixel camera that takes really clear
pictures, even in tricky lighting, and it can focus really
quickly. We can choose between a regular view or a
wide-angle view, and it works well with all Raspberry
Pi computers. Our project involves capturing awesome
full HD videos and sharp photos, and the camera is
smart enough to handle different lighting situations. It’s
like having a super-smart eye for our project that makes
everything look great!

Figure 4. Raspberry Pi Camera Module 3 Wide
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Extension Kit For Laser

In our project, we’ve found a smart and budget-friendly
way to make our Atomstack A5 Pro and A5 Pro+
engraving machines even better. By swapping out some
parts, we can quickly expand the engraving area to
850*410 without having to buy extra stuff. The kit we’re
using comes with high-quality metal parts in the same
color as our engraving machines, ensuring stability and
accuracy. It’s a simple upgrade that gives us more space
for our projects without breaking the bank.

Figure 5. Extension Kit For Laser
FUTURE SCOPE

The future scope of your deep learning-based laser
weeding robot project holds significant promise in
the evolving landscape of precision agriculture. As
advancements in deep learning continue, the potential
for more sophisticated weed detection models grows,
ensuring increased accuracy and efficiency in weed
management. Integration with farm management
systems, scalability for fleet operations, and the
possibility of multi-functional capabilities further
position the robot as a key player in enhancing overall
farm efficiency. As environmental monitoring gains
importance, incorporating sensors for assessing various
factors aligns with the trend towards sustainable
farming practices. Additionally, customizing the robot’s
deep learning model for different crops and staying
attuned to global agriculture trends will contribute to
its relevance and impact in diverse agricultural settings.

CONCLUSION

Automatic weed detection systems in agriculture use
computer vision and machine learning, such as the
YOLOVS algorithm, enabling robots to autonomously
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identify and remove weeds, reducing labor costs and
herbicide usage. These systems operate 24/7, promoting
environmentally friendly practices by minimizing soil
pollution without the need for pesticides. Challenges
remain, including enhancing accuracy, reliability of
detection algorithms, and developing advanced weed
removal techniques, emphasizing the ongoing efforts to
maximize the potential of robotic weed control.
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ABSTRACT

The result Blood cancer is a potentially fatal condition that needs to be detected early and precisely in order to be
effectively treated. In this work, we present a novel approach for blood cancer diagnostics using a Convolutional
Neural Network (CNN) model. Images of normal blood cells and malignancy are used to train the CNN model.
We are able to differentiate between malignant and healthy blood cells with a high degree of accuracy by doing
a thorough examination and review. We tested our algorithm on a different collection of photos of cancer and
healthy blood cells to see how well it performed. We evaluated our model’s accuracy by comparing the labels
that were projected with the actual true categories. The outcomes show that our Convolutional Neural Network
model obtains an impressive precision ratio, which makes it a practical instrument for the identification of tumor
in the blood. We also talk about the importance of our results and how they might affect early diagnosis and better
treatment outcomes. Our model’s practical relevance in clinical settings stems from its resilience and reliability.
Our method may improve patient outcomes and boost the effectiveness of treatment plans by facilitating the early
diagnosis of blood cancer. To sum up, this research offers a unique CNN model- based method for the identification
of blood cancer. The outcomes show how well our model works to distinguish between healthy and malignant red
blood cells. The suggested approach has the potential to enhance blood cancer diagnosis and, in turn, improve
patient treatment.

KEYWORDS : Convolutional neural networks, Image processing, Deep learning, Blood cancer.

INTRODUCTION

Hematologic malignancy, another name for blood
cancer, is a category of tumours that impact the
development and functionality of blood cells [1]. For
better patient outcomes, prompt detection and proper
treatment are necessary for this critical and sometimes
fatal illness [1][2]. The development of precise and
effective techniques for blood cancer diagnosis is
becoming more and more important as a result of
developments in machine learning and technology [3].
In this study, we suggest a novel Convolutional Neural
Network (CNN)-based method for the diagnosis of
blood cancer [4]. CNNs can be used to analyse blood
cell images and identify malignant cells because they

have demonstrated a high level of effectiveness in image
classification jobs [5]. Our goal is to improve blood
cancer diagnostic speed and accuracy by utilising deep
learning techniques [4]. The primary objective of our
effort is to use a dataset including images of both healthy
blood cells and malignancy to train a CNN model [6].
The CNN model will acquire the ability to recognise
important characteristics and differentiate between
malignant and healthy blood cells via an extensive
training procedure [7]. We want to do comprehensive
experiments on an independent set of blood cell pictures
in order to assess the performance of our suggested
method [8]. These pictures will be categorized using
the predicted labels and the trained CNN model will be
contrasted with expert annotations or biopsy findings
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[9]. We can evaluate our model’s efficiency in precisely
identifying blood cancer by measuring its sensitivity,
specificity, and accuracy [10]. The results of this study
have significant potential for the early diagnosis of
blood cancer and the subsequent planning of treatment
[11]. A better patient prognosis and effective treatments
depend on early identification [12].

METHODOLOGY
System Architecture
- . L _ L W g e e
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Fig 1: System Architecture
Working

Preparing the dataset, designing the model architecture,
training and validating it, and assessing its performance
are some of the crucial tasks in the technique.

1.

www.isteonline.in

Dataset Preparation: Our dataset was compiled
from credible and trustworthy repositories and
included a wide variety of blood cell pictures
from both malignant and normal samples [1]. We
used a strict labelling and annotation procedure
to guarantee the dataset’s integrity and enable
precise analysis. Expert haematologists with years
of experience and training examined each picture
in the collection with great attention. The dataset’s
accurate representation of the traits and qualities of
both healthy and cancerous blood cells was made
possible by this methodical approach [1]. The
CNN model’s parameters were optimised using
the training set, which also helped the model pick
up on the complex patterns and characteristics
typical of blood cancer. In contrast, the testing set
functioned as a separate assessment set to evaluate
the performance and correctness of the model [3].

Gholap, et al

images of blood cells that have been labelled and
annotated by haematologists with expertise, we
were able to build a strong basis on which to train
and evaluate our Convolutional Neural Network
model.

Architectural Design: The layers that comprise the
CNN architecture are convolutional, pooling, and
fully connected layers. These layers work together
to allow the model to learn from blood cell pictures
and extract relevant information. To extract
pertinent information from the images, these layers
make use of filters and convolution procedures [4].
The ability of the model to distinguish between
normal and malignant blood cells is improved by
its capacity to recognize unique traits. Pooling
layers are used after the convolutional layers in
order to minimize the Maps with features spatial
dimensions. Pooling techniques such max pooling,
help to capture the most important elements
of the model while reducing its computational
complexity. By eliminating unnecessary features,
this downsampling procedure helps to preserve
the important information [4]. The output of this
process is flattened and then fed into layers that are
fully connected. Based on the features that have
been retrieved, these layers carry out high-level
abstraction and categorization. They allow the
model to forecast whether blood cancer will occur
or not and to comprehend intricate relationships
[4]. The architecture’s layers and functionalities
have been carefully selected to collect pertinent
features and allow the model to produce accurate
predictions.

i
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Through the use of a carefully selected dataset of Fig 2: Working
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Training and Validation: In order to efficiently
train and assess the achievement of our CNN
model, we separated the carefully selected dataset
into training and validation sets. In order to
reduce the classification error, the CNN model’s
internal parameters were iteratively changed after
receiving the labelled blood cell images during
the training phase [4]. Through a technique called
back propagation, the model was able to identify
patterns and characteristics linked to blood cancer.
Using a validation set allowed us to keep an eye on
the model’s development and avoid overfitting. The
validation set consisted of scans that weren’t utilised
in the training phase but were nonetheless identified
and marked by experienced haematologists. On
a regular basis, we evaluated the model’s output
using the wvalidating dataset [3], examining
variables such as precision, recall, accuracy and F1
score. We were able to determine the ideal training
phase when the model achieved the optimum trade-
off between bias and variance with the help of this
evaluation, which also revealed information about
the model’s capacity to generalise to fresh data.
During the CNN model’s training and validation
stages, we aimed to maximise its performance and

ensure that it could accurately diagnose blood
cancer.
Performance Evaluation: We conducted a

comprehensive evaluation using a separate set of
blood cell images set aside for testing in order to
gauge how well the trained CNN model identified
blood tumours. [8]. In the assessment stage, the
trained CNN model was fed the test images, and
it used its features and attributes to classify each
image. In order to evaluate the model’s prediction
accuracy, the ground truth was established by

Gholap, et al

percentage of appropriately diagnosed malignant
cells among the projected malignant cells. These
measures made it possible to conduct a thorough
assessment of the model’s functionality and
precision in identifying blood cancer. All in all,
the performance evaluation stage was crucial
for determining the precision and strength of our
created CNN model, offering insightful data for
future improvement and system modification. [9].

Ethical Considerations: Strict attention to ethical
principles was necessary at every stage of the
research procedure to guarantee patient privacy
and data confidentiality [13]. Informed agreement
is required to get anonymised datasets, and using
them in medical research complies with recognized
ethical guidelines [14]. All gathered data were
treated with the highest care and confidentiality in
accordance with ethical guidelines [15]. Patients’
privacy and anonymity were protected by steps
taken to eliminate any personally identifiable
information from the datasets [16]. To further
preserve patient privacy, the research team
severely limited access to the datasets, limiting it to
permitted individuals who were actively involved
in the study [17]. To ensure the confidentiality
and integrity of the data, stringent data security
protocols were used, such as encryption and secure
storage systems [18]. To ensure the study’s ethical
conduct, the research team strictly adhered to the
rules set by internationally recognised ethical
standards, such as the Declaration of Helsinki,
throughout the entire endeavour. [19]. Respecting
the rights and welfare of the participants as well
as maintaining the credibility and integrity of the
study process depend on following these standards.

comparing the anticipated labels with expert Modules

annotations or biopsy data. [9]. Toassessthemodel’s  proposed system will comprise of following modules:
efficacy in identifying blood cancer quantitatively, Module

performance measures were computed [10].
Measures of performance included the F1 score,
which offered a compromise between sensitivity
and precision, and precision, which calculated the

1: Upload cancer patient’s dataset. The following
module can be used to upload a dataset folder.
Module.
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2: Read and split Dataset to train and test. To split
the dataset into train and test, click the “Read and
split Dataset to Train & Test” option. 80% of the
dataset is used for training and 20% is used to test
the developed models in the parts and application.
Module.

3: Implement SVM Techniques Click the “Execute
SVM Algorithm” button to run SVM on the loaded
dataset and obtain the accuracy shown below..
Module.

4: Execute CNN Algorithm : To run the CNN
algorithm on the loaded dataset, click the “Execute
Convolutional Neural Network Algorithm”
button. Python is used to implement each of the
aforementioned modules.. Module

5: Forecast Cancer Press the “Predict Cancer” button
to submit a fresh test image, and the app will
provide the prediction outcome.

RESULT AND ANALYSIS
Dashboard

Blood Cancer Predictor
[
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Blood Cancer Prediction
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CONCLUSION

The Convolutional Neural Network (CNN) model-
based blood cancer detection system was successfully
developed as a result of the study effort. The system
showed promising findings by effectively identifying
blood cell pictures, indicating its potential to help doctors
diagnose blood cancer early on. With an overall test
accuracy of 92%, the trained CNN model demonstrated
remarkable accuracy in differentiating between healthy
and malignant blood cells. Metrics for sensitivity and
specificity were used to assess the model’s performance.
The results showed that the model could correctly
detect cases of blood cancer with 89% sensitivity and
normal cases with 95% specificity. Patients with blood
cancer are more likely to be appropriately identified
because to the high sensitivity value, which reduces
the likelihood of false negative results and enables
timely treatment and care. The established blood cancer
detection technology has a great deal of promise to
advance medical diagnosis and treatment planning.
The technology helps doctors quickly discover possible
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cancer cases by automating the study of photos of
minute blood cells. Early interventions, better patient
outcomes, and more healthcare efficiency may result
from this. To summarize, the method designed to detect
blood cancer exhibits significant potential in precisely
categorizing images of blood cells and aiding in the
timely identification of blood tumour. The findings
presented here open the door to further developments
in automated medical image processing, which will
improve the prognosis of patients suffering from blood
cancer.
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The integration of various devices for automated reporting production without human intervention has emerged
from the widespread deployment of the [oT[6]. To extend the life of energy-constrained equipment linked to
wsn, energy-efficient routing techniques are necessary. Recent advancements at the vendor level have enabled
algorithmic diversity in protocol design, which is crucial for ensuring profitability in industrial applications. To
address the issue of homogeneous wireless sensors, this research introduces a unique technique that combines
threshold-based data collection with hybrid clustering and routing. Our method includes arranging diverse and
homogeneous nodes inside designated zones with great care.

To minimize unnecessary data transfers, we utilize threshold-based parameters in both simulated and real-world
scenarios, which halt unnecessary transmissions when minimal or no changes are detected. Furthermore, to
enhance network reliability in denser and larger network areas, we expand the use of the multi-hop method.

Our approach is compared with other threshold-based energy-efficient routing algorithms, including Energy-
efficient Sensor Networks, Threshold Distribution Environmentally Friendly Classifying, Low-Energy Adaptive
Cluster Hierarchical (LEACH), and Threshold-Sensitive Stable Election Protocols (TSEP).

Improvements in load balance and total delay demonstrate the effectiveness of our models. This study provides
valuable insights for optimizing performance and energy usage in heterogeneous wireless sensor networks.

KEYWORDS : Network heterogeneity, Thresholds, Dispersed Networks, Centralised Networks.
INTRODUCTION

he modern fields of engineering for electronics,

meteorology, aviation, robotics, computers, defense,
and biomedical engineering have enabled scientists to
create a wide variety of sophisticated wireless sensors.
Wireless data networks are created by connecting these
small, affordable, energy-efficient, autonomous, and
configurable sensors (WSNs). In fields where human
engagement may be difficult or impracticable, such as
medical study, disaster mitigation, technology, tracking,
manufacturing, and military observation, WSNs are
essential for gathering vital information independently
[1].Applications for WSN have grown to include a
wide range of areas in the past ten years, such as animal

monitoring [5], landslip detection [6], wave surveillance
[2], ocean tracking [3], cattle herding [4], and
housing and housing surveillance [7]. The low power
consumption of Wireless Sensor Networks (WSNs) is a
significant challenge despite their versatility[4][6][17].
Despite their adaptability, the limited power available
at sensor nodes poses a major obstacle to WSNs. Due
to their small size, it is not feasible to embed large-
capacity batteries in these nodes, as illustrated in Fig.
1. It is difficult to gather and recharge nodes in WSN
applications because they are frequently dispersed
haphazardly over the target area[1].

Most current research focuse on various methods for
minimizing energy consumption during computations
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and communications, as well as optimizing the collection
of useful data. This ensures extended network stability
and performance despite the energy constraints.
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Fig 1: Arrangement of a node with several sensors|[2]

Several energy-efficient routing strategies are employed
in wireless sensor networks (WSNs) to enhance
performance. Every strategy has a unique combination
of disadvantages, and the best topology will vary
depending on the particular needs of the intended use.
[15][17]. Figure 3 illustrates some popular strategies
used in this context.

In WSNs, it is critical to address the problem of
lowering energy consumption while guaranteeing
precise transmission of data gathered from sensors
to the sink node[l]. Many algorithms have been
developed to address this issue[12]. These methods aim
to decrease the computational burden associated with
data collection, aggregation, and transmission, to lower
the sensor nodes’ total energy use[4].

| Energy-Efficient Routing Protocols for WSNs |

|

I Flat Routing ] [ Cluster-based Routing - -Luca.lic:n-b\ased Ruu1ing]
|

[
| Static Clustering Dynamic Clustening |
I

]
I Centralized Clusterning | l Drstributed Clustenng

Fig 2: Protocols for routing in WSNs are categorized

Because of the intrinsic architecture and connection
limitations of sensors, the stability of WSNs, or
wireless sensor networks, depends on the duration of
communication, which calls for the effective use of
scarce energy [9]. The transmission rate for information
packets is impacted by data congestion, which also has
the potential to reduce efficiency in general as WSN
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availability and the range of sensor nodes increase.
Thus, attaining optimal performance requires efficient
routing and congestion control.

Previous research has suggested a number of energy-
efficient data routing techniques, which generally fall
into one of three categories: There are three types
of routing: (a) based on location [11], (b) flat [10],
and (c) hierarchy [12].To improve network stability,
improvements using spatial routing methods have also
been proposed [13-16].

A hierarchical clustering pattern in wireless sensors is
a routing mechanism that performs better than flat or
centralized routing systems. The network is divided
into many clusters, and a mix of computational and
probabilistic techniques is used to identify one node
from each cluster as the cluster head (CH)[2][9]. Cluster
heads are more likely to be chosen from nodes with more
residual energy[2]. The task of gathering data from each
cluster and sending it to the base station (BS) falls on
the shoulders of cluster leaders. Cluster formation, CH
selection, and cluster size are a few examples of the
factors that have continually encouraged academics to
investigate novel computing factors[10][18].

Static clustering involves the creation of a single cluster
structure that remains unchanged until the network
terminates. In contrast, most routing algorithms
prioritize dynamic clustering, where new clusters
are formed continuously throughout the network’s
operation.

Managing memory is one of the main responsibilities
of sensor nodes in wireless sensors, code execution,
internal computation, and environment sensing. After
the formation of clusters, nodes can exist in various
states, including:

e Independent: Not associated with any cluster

e Potential cluster leader: Possibility of becoming
cluster head

e Head of cluster: Head of a Cluster Member: Typical
Cluster Member

e Assistant Head of Cluster: The cluster head’s
assistant

e Momentary: Temporary node linking the cluster

members and cluster leader

April 2024



e Gateway: Node linking cluster heads

e The additional responsibilities associated with each
state contribute to the rapid depletion of energy
reserves at the sensor nodes.

One of the most challenging problems in WSN
development is determining the optimal placement of
the sink node and sensor nodes due to their limited
transmission range.

lsster Head
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\ Security

Nen-Cluster Ilqh
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\ ldle Listening \
%
| Protocol Cverhead |1

Iriternal Computations
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Fig 3: Common energy consuming tasks.

The node’s energy loss is primarily observed during the
communication phase. A Cluster Head (CH) located
farther from the Base Station (BS) or sink tends to lose
more energy during communication compared to a
CH situated closer to the BS. To manage coverage and
enhance network security, many routing systems have
expanded to incorporate multi-hop routing procedures,
particularly in larger regions. It has been noted that
network efficiency is enhanced by the addition of nodes
with greater energy levels. Stability is enhanced by
the variety of nodes, which are identified by different
quantities of residual energy[1].

The following section covers different computations,
particularly those involving heterogeneous nodes.
Several researchers have investigated complex data
aggregation strategies to minimize the amount of data
transmitted at Cluster Heads (CHs)[1].

This paper focuses on the usage of hierarchical routing
in wireless sensors, where the system is separated into
clusters of sensors[14]. Cluster Heads (CHs) are selected
from each cluster using computational and statistical
techniques, and their objective is to collect data from
each cluster they are a part of and send the combined
data to a base station (BS)[2]. This hierarchical (cluster-
based) routing approach significantly enhances network
stability by regulating transmissions.
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Both homogeneous and heterogeneous nodes are
positioned at random within predetermined bounds
in our suggested technique. Clustering algorithms are
then utilized to collect multi-type data. Additionally,
threshold values are incorporated to control unnecessary
transmissions, thereby improving stability in our
analyses[1].

The structure of the paper is as follows:

Observations on relevant research and previous research
pertinent to our suggested methodology are given in
Section 2.The design and stages of our suggested model
are outlined in Section 3.The specifics of the suggested
energy system are explained in Section 4.The proposed
technique is evaluated and presented in Section 5.The
work comes to an end in Section 6.

RELATED WORK

To increase the network lifespan, environmentally
friendly cluster-based routing protocols like LEACH
may encounter challenges due to imbalanced clusters.
LEACH-C addresses this issue by selecting viable
Cluster Heads (CHs) based on remaining energy and
node positions, thus improving efficiency.

Threshold-sensitive protocols like TEEN reduce
unnecessary communications in energy-constrained
networks by selecting nodes that detect changes,
thereby increasing efficiency through dynamic threshold
parameters.

For stabilizing network lifetime in diverse networks,
protocols like TSEP and TDEEC introduce enhanced
energy nodes. TDEEC considers various factors when
selecting CHs, including starting and residual energy
levels. The optimal CH placement, as discussed
in literature, reduces energy consumption during
interactions, while expanding the paradigm for multi-
hopping scalability.

TAGA enhances network lifespan by integrating trust
mechanisms for secure routing. Additionally, genetic
analysis improves network stability by utilizing efficient
fitness indicators to determine the optimal path.

EARP combines a fault-tolerant paradigm with
multi-sink-based clustering to provide stable routing
pathways. mDBEA optimizes network lifespan by
adjusting the communication range, addressing mobility
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challenges for mobile sinks and nodes in Mobile Ad
hoc Networks (MANETS) through a distance-predicted
strategy.Recent studies have focused on application-
specific factors to improve performance and stability in
diverse network settings. To improve security, hybrid
strategies including load distribution and distributed
and centralized clustering have been suggested.

Using a density-independent approach, CBCCP and
ME-CBCCP provide better outcomes by employing
load balancing in conjunction with multi-hop chaining
among cluster heads and coordination nodes for greater
coverage.

A 5G-based MIMO technique supports rapid IoT
development, as discussed in reference [38]. Reference
[39] proposes a hybrid algorithm that incorporates
centralized and distributed communication schemes to
address IoT communication challenges.

PROPOSED MODEL

There are two physical layers in the proposed network
design: the initial layer and the subsequent stage, as seen
in Figure 4. The nodes with uniform levels of energy are
haphazardly placed within the target-oriented range of
the base station (BS) in the first stage[4]. Every node
shares its position with the BS during network startup,
and it is classified as a first-level or second-level
node according to the range criteria that are defined.
Outside the subsequent level’s inner zone are scattered
heterogeneous nodes that have a variety of initial normal
and enhanced levels of energy. In the middle of the
network is where the BS is located. With this method,
a dispersed network structure with unique properties at
various physical levels is possible.
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Fig 4: Techniques for WSN routing
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For the wireless sensor network (WSN), we have
selected a specific topology for the following reasons:

Base Station (BS) centralized: The BS is strategically
positioned at the center of the WSNJ[2]. This
centralization is crucial, especially in fields such as
environmental, biological, and nuclear sciences, where
the central node plays a critical role in connectivity and
data aggregation.

Homogeneous Node Deployment: Within a predefined
region, homogeneous and easily programmable nodes
are deployed. This deployment aims to reduce energy
consumption, ensure convenient access to the base
station, and simplify network configuration.

Heterogeneous Node Configuration: The WSN
includes a combination of advanced and normal initial
energy nodes, forming heterogeneous nodes. These
nodes are intentionally placed farther away from the
base station[4]. There is a higher probability that the
advanced energy nodes will be selected as Cluster
Heads (CHs), while normal nodes are typically chosen
as cluster members. This configuration is designed to
enhance network stability by distributing the workload
and ensuring efficient energy management.

The suggested algorithm operates in rounds, which are
time-based slots. The Cluster-Head Selection Phase
(CHSP), Member Association Phase (MAP), and
Network Transmission Phase (NTP) are among the
subphases that make up every round[1][19]. The epoch
in cluster-based routing protocols is the amount of time
needed to carry out a certain algorithmic function inside
a round. The epoch contributes to the overall settling
and transmission time of the network.

PERFORMANCE EVALUATION

Each interaction in a network uses the first-order energy
model, which is described in Table 1. While nodes in
diverse areas of the network have greater beginning
energy levels, nodes in the first-level networking area
start out with an initial energy of 0.5 Joules. Energy
consumption occurs during various stages, including
cluster formation, sensing, aggregation, and data
transmission or reception. A node is deemed “dead”
once its energy resources are depleted and reach zero.
Initial energy values for the second-level network are
randomly selected[1].
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The appropriate proportion of cluster heads is maintained
constant throughout both network segments, with a
packet size set at 4000 bits[1]. The required proportion
of cluster heads is set at 10% of all live nodes, serving as
the limit for cluster formation. This required proportion
is enforced by the Base Station (BS) in the centralized
zone[15].

In the dispersed region, the cutoff value for node
selection as the head of the cluster is computed using a
probabilistic formula (Equation (16))[1]. The threshold
is calculated using the required percentage value (p =
0.1). During the clustering phase, randomly generated
values for nodes are compared with this threshold[6]. A
node is selected as a cluster head if its random number
is less than the threshold, providing the user control
over the required proportion of cluster heads.

Table 1. Simulation parameter
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Table 2. Performance evaluation of the proposed
technique|[5]
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Fig S: Performance evaluation of the proposed routing
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CONCLUSIONS

In contrast to existing protocols such as TSEP, TDEEC,
LEACH, HADCC, LEACH-centralized, and TEEN,
The current research presents a unique threshold-
based hybrid clustering and routing algorithm that
is heterogeneity-aware and aims to greatly extend
the service and stability period of wireless sensor
networks[1][7]. By incorporating a hybrid approach
with dual-level cluster head selection, Depending
on beginning energy, residual energy, sensor node
placement, and choice of cluster head the past, the
suggested model allows for flexibility in the creation
of clusters. To achieve better cluster head selection and
controlled network activity, these measurements are
essential.

The approach employs various criteria to eliminate
duplicate transmissions and enhance the reliability
of mission-critical WSNs, effectively addressing
challenges in both centralized and distributed WSNs.
While the proposed model demonstrates superior
performance under stable network conditions, its
effectiveness relies on appropriately adjusted threshold
values set by the base station. The extension of the model
with multi-hopping demonstrates 10% to 20% better
network scalability, further enhancing its performance.

The results of the efficiency analysis show that, although
having a larger computational complexity than earlier
distributed routing protocols, the suggested method
performs better than other popular options in terms
of overall network stability, energy consumption, and
network lifetime[12].

Future studies will monitor stable or gradually changing
circumstances with an emphasis on practical relevance
in small- to medium-sized rural areas. Efforts will be
directed towards minimizing the amount of information
gathered from member nodes to further enhance
stability. Anticipated performance improvements of
the proposed model will enable effective management
of communication traffic and time-sensitive features in
response to sudden or abrupt system changes.
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ABSTRACT

In many modern situations, wireless sensor networks play a crucial role, used for monitoring things like
environmental conditions, transactions, and various statuses. These networks gather a large amount of data,
sending it to a central hub for analysis. However, a significant problem is that traditional wireless sensor networks
heavily rely on energy, and this limits how long they can operate. This paper develops an optimization approach
for a variable clustering routing protocol to address the issue. The objective is to enhance the cluster structure in
wireless sensor networks while reducing energy loss in cluster heads. The first step involves employing a dynamic
estimation method for clustering to determine cluster heads, utilizing core concentration to establish the head
within the cluster radius. We also introduce a fuzzy logic algorithm to handle uncertainties in selecting cluster
heads. This fuzzy logic algorithm considers factors like the remaining energy of cluster head nodes, making certain
that cluster heads are distributed fairly and maximizing node utilization of energy.

An ant colony algorithm-based technique for optimizing inter-cluster movement is presented in this outline.
The primary objective to optimize energy consumption while simultaneously reducing the data communication
overhead among cluster heads. Chaotic mapping is utilized by this technique to update and perturb pheromones,
ensuring optimal performance. Energy utilization among cluster heads is optimized by selecting the optimal path
based on considerations of energy dispersion parameters and distance coefficients. Our experiments show compared
to traditional algorithms, For routing optimization, Our suggested non-uniform clustering technique dramatically
extends the network lifespan by 75% while consuming around 20% less energy overall. This effectively optimizes
network energy utilization and significantly extends the network lifetime, demonstrating the practical effectiveness
of our the method.

INTRODUCTION

relying on small batteries for power. In challenging
environments, timely battery replacements are difficult,

ireless networked sensors are essential in i .
leading to network downtime.

many different domains like national defense,

military, and industry. The communication protocol for
these networks involves multiple layers, with energy
management being critical for extending the system’s
lifespan. Wireless sensors, which make up the network,
are small units tasked with data-related functions,
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In the context of the IoT, this study emphasizes the
critical necessity of optimizing energy nodes and
maximizing the network lifecycle to address pressing
concerns regarding energy balance in wireless sensor
networks. To achieve equitable distribution and extend
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service life, the primary focus lies in optimizing energy
usage throughout the entire system.

At the routing protocol level, the paper discusses
hierarchical and planar routing protocols. The planar
protocol focuses on broadcasting data to adjacent nodes
but lacks scalability and energy balance advantages. In
contrast, the hierarchical protocol, based on clustering,
involves cluster head and conventional nodes for
efficient data transmission to the base station.

The research introduces a nonuniform clustering
protocol for routing optimization, which begins with
the efficient utilization of energy in head clusters
before proceeding to clustering, addressing issues
present in conventional routing protocols. To overcome
uncertainties in selecting cluster heads and achieve
balanced allocation and energy consumption, the
method employs fuzzy logic and adaptive estimation
clustering.

An intercluster routing optimization approach
leveraging ant colony algorithms is proposed to enhance
efficiency. Chaotic mapping is introduced to ensure
optimal pheromone development, considering variables
such as energy dispersion and distance for effective
energy expenditure between cluster heads.

The experiments show that the proposed algorithm
enhances the structure’s lifetime by 75% and
outperforms traditional methods in terms of total energy
savings.[7][9].

This showcases the practical value of the algorithm in
optimizing energy consumption and extending network
life.

The paper’s structure includes an analysis of current
research, addressing cluster head allocation problems
using adaptive estimation clustering and fuzzy logic
algorithms, and optimizing energy consumption between
cluster heads through an enhanced intercluster routing
algorithm. The algorithm is verified, and experimental
results are analyzed in Section 4, concluding with a
summary in the final section.

Analysing the Scientific Progress of the Cluster The
issues of consuming energy in conventional wireless
sensors are addressed by the routing techniques known
as random, uniform, and nonuniform clustering. The
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focus of this study is on uniform and nonuniform
clustering algorithms.

Japanese researchers developed a hybrid, energy-
efficient clustering procedure for uniform clustering
that takes average minimum energy usage and residual
energy into account. It promotes the competitive
selection of cluster heads with ample energy, ensuring
even distribution and supporting scalable data fusion
for extended data life cycles. To achieve quick and
homogeneous clusters using constant consumption of
energy, European experts built on this using a hybrid
approach that incorporates fuzzy consumption of energy
depending on the number of nodes and centripetal.

The focus of this study is on uniform and nonuniform
clustering algorithms.

Japanese researchers developed a hybrid, energy-
efficient clustering procedure for uniform clustering
that takes average minimum energy usage and residual
energy into account. An improved version was later
proposed, addressing challenges through random
candidate node selection, competition for cluster
head selection, and adaptive calculations based on a
nonuniform clustering radius formula. This approach
reduces energy waste from long-distance data
transmission and tackles hotspot problems, improving
overall efficiency.

In summary, while these algorithms bring advancements,
they still face issues like potentially unreasonable choice
of heads for clusters and the overuse of energy among
them. This highlights the ongoing need for innovative
solutions in wireless sensor network routing protocols.

NONUNIFORM CLUSTER ROUTER
PROTOCOLS EVALUATION

The suggested nonuniform cluster protocol for routing
optimization techniques are presented in the next section
discusses how cluster heads utilize energy, along with the
clustering algorithm, in wireless sensor networks. A key
component of the clustering algorithm is the adaptive
estimation clustering technique, It calculates the cluster
head radius for wireless sensors using kernel density.
By employing a fuzzy logic approach, it addresses the
uncertainty in cluster head selection while considering
node density, energy consumption, and the residual
energy of cluster head nodes. This comprehensive
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method ensures balanced node energy consumption and
ensures a rational cluster head allocation.
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To achieve energy optimization and reduce the
computational burden associated with communication
among cluster heads, an ant colony algorithm-based
intercluster routing optimization technique is presented
in this section. This method guarantees optimal solutions
by introducing chaotic mapping to modify and disrupt
pheromones. By optimizing the energy consumption
among cluster heads, the most efficient path is selected,
considering factors such as the distance parameter and
energy dispersal factor.
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Figure 1 represents the primary structure of the block
diagram for the nonuniform cluster protocol for routing

isteonline.in  Vol. 47

Special Issue No. 1

Zanjat, et al

optimization techniques for wireless sensors that are
covered in this subsection.

ANALYSIS OF THE CLUSTER
HEAD SELECTION OPTIMIZATION
ALGORITHM.

Three models are created: the node energy consumption
model, the network model, and the data aggregation
model. The data model focuses on minimizing
redundancy in node data, while the network model
reflects the underlying assumptions of the wireless
sensor network algorithm. The energy consumption
model utilizes a first-order wireless communication
model, as depicted in Figure 2 of the corresponding
block diagram. This model incorporates components
such as a gearbox circuit, gearbox amplifier, and signal
receiving circuit, accounting for the energy usage of
both gearbox and reception.

Kernel density is employed to calculate the cluster head
radius for the system network. Factors such as relative
residual energy, dispersion, and node distribution
density collectively influence the size of the clustered
head

In densely packed areas, reducing the cluster head
radius can alleviate load, while in sparsely populated
regions, increasing the radius may be suitable. The
energy loss during data transmission to the cluster head
node is linked to the distance, and reducing the cluster
head radius optimizes energy consumption.

The algorithm’s core steps involve calculating kernel
density estimation, estimating local bandwidth, and
fitting the cluster head radius based on adaptive
bandwidth. The main algorithm calculates distances
between nodes and the base station, considering closer
nodes as more probable cluster heads. Fuzzy rules
address competition uncertainty, with inputs being
the residual energy of cluster heads and node-to-base
station distance. The fuzzy logic diagram (Figure 3)
illustrates the core components: fuzzification processor,
defuzzification processor, and fuzzy reasoning module.

In conclusion, this approach helps determine wireless
sensor network cluster heads and optimizes their
selection.
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ENERGY CONSUMPTION ALGORITHM
AMONG CLUSTER HEADS

To enhance energy efficiency among cluster heads
in wireless sensor networks, this section focuses on
improving the routing approach among cluster heads
using the ant colony method. The objective is to reduce
energy consumption during data transmission among
cluster heads. The primary goal is to improve the
crossover rate equation of the traditional ant colony
method.

The traditional method may lead to excessive energy
consumption among cluster heads if it relies solely on a
single distance index as the heuristic factor. Therefore,
the focus is on refining the crossover rate equation to
ensure more balanced energy consumption and efficient
routing among cluster heads.

Therefore, this section delves into the ant colony
algorithm’s transition probability formula from both
front-end and back-end perspectives. Front-end
elements include the distance factor between cluster
heads and the pheromone heuristic factor. On the back
end, the focus is on balancing cluster heads among nodes
and determining the tolerance level for this balance.

The optimization technique consists of multiple phases:

Set up the pheromone levels, initial node energy,
heuristic factor, and other relevant settings of the
wireless sensor system.

Update the ant colony algorithm of the source cluster
head in real-time as iterations progress.

Continuously inspect the adjacency table to determine
if a next-hop node needs to be selected. If not, continue
searching and updating the adjacency status until a
next-hop node is identified.

Utilizing the revised transition probability formula,
determine the next-hop node in the wireless sensor
network. Update the local data and record the
corresponding updated node and path information.

Check if the predefined maximum number of iterations
has been reached. If not, proceed with steps 2-4 until the
algorithm terminates.

By following these steps, the algorithm aims to optimize
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routing between cluster heads, thereby reducing energy
consumption within the network.
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Fig 4: Energy consumption between cluster heads with
ant colony algorithm.

EXPERIMENT AND DATA ANALYSIS

The technique proposed in this study is verified and
simulated using MATLAB to validate its efficacy. The
verification tests focus on two scenarios: one where the
base station is positioned at the center of the wireless
sensor network and another where it is placed elsewhere
in the network. The simulation involves 200 sensors to
ensure controlled conditions. The cluster head selection
procedure includes the conventional cluster head
selection mechanism for comparative analysis.

Update path
Iinformation

The longevity of the wireless sensor network and the
efficiency of energy consumption are the parameters
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used to assess the algorithm’s performance in this
investigation.
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CONCLUSION

The study extensively explores the current state of
research on clustering routing protocol techniques
for wireless sensors within the Internet of Things
(IoT). It specifically addresses issues encountered in
nonuniform cluster routing protocols, aiming to enhance
conventional methods to address energy management
challenges.

The suggested approach leverages kernel density and
the adaptive estimate clustering method to facilitate the
selection of optimal cluster heads and establish a robust
cluster head mechanism in wireless sensor networks.

A unique fuzzy logic technique is introduced, which
considers factors such as node density, energy
consumption of individual nodes, and the remaining
energy of cluster head nodes to reduce uncertainty in
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cluster head selection. This comprehensive method
aims to achieve a balanced distribution of cluster heads
while ensuring equitable energy consumption across
nodes.

Additionally, the ant colony method is employed in
a route optimization strategy among cluster heads
to further minimize computational costs during
communication between cluster heads and achieve
energy optimization.

To ensure optimal outcomes, this involves updating
and perturbing the pheromone using chaotic mapping.
The selection of the best route considers distance and
energy dispersion coefficients, thereby reducing energy
consumption between cluster heads.

Experimental data demonstrate a  significant
improvement over existing approaches, indicating that
the suggested nonuniform clustering routing protocol
optimization technique increases the network’s overall
energy consumption efficiency by 75% and extends its
lifecycle by 75%.

Future research will focus on exploring additional
factors affecting cluster head selection and developing
suitable processing algorithms to globally optimize
system network characteristics. The main goal is to
prolong the lifespan of the network as well as reduce
the energy used by the sensor networks.
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ABSTRACT

Modern healthcare organizations are continually looking for solutions to improve patient care that are also
affordable. The healthcare sector is experiencing previously unheard of flexibility because to telemedicine, a
developing aspect of e-healthcare. It gives people the tools they need to easily communicate with healthcare
professionals from the convenience of their own homes. Our study proposes an interactive Android application in
line with this disruptive trend. By allowing patients to participate in video conferences with accessible healthcare
specialists, this program allows patients to avoid the inconvenience of hospital visits and lengthy waits. Our study
shows that it is feasible to create a strong telemedicine system to improve the health of the people. The project

leverages Android Studio and Firebase for development and integrates DUO for video calling.

INTRODUCTION

In today’s rapidly evolving healthcare landscape, the
imperative to enhance accessibility, reduce costs, and
improve patient care has never been more pronounced.
As part of this transformative journey, the concept of
telemedicine is emerging as a pioneering approach to
healthcare delivery. Telemedicine leverages technology
to bridge the gap be- tween patients and healthcare
providers, offering remote healthcare services that
are flexible and accessible, irrespective of geographic
location. Within this context, there is a pressing need
for innovative solutions in healthcare. In ruler regions
such as Bangladesh, numerous challenges, including
limited access to specialized medical care, extended
waiting times for appointments, and a significant rural
population, have driven the necessity for transformative
healthcare solutions. A substantial number of medical
visits do not require physical examinations and can
be effectively managed through remote consultations,
thereby enabling more efficient use of healthcare
resources. Furthermore, there is a prevalent issue of
unqualified healthcare providers exploiting patients,
emphasizing the urgency of a visionary change in the
healthcare sector. Similar healthcare applications and
services in other parts of the world, such as the United
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States, Europe, and within Bangladeshitself, demonstrate
the global trend toward embracing telemedicine. Major
healthcare corporations are recognizing the potential
of telemedicine software development as an essential
investment. The project explores the development of an
Android application for telemedicine, with a specific
focus on the unique healthcare needs and infrastructural
constraints of Bangladesh. The application aims to offer
a plat- form where patients can efficiently interact with
healthcare providers, access specialized care, manage
their medical records, and schedule appointments.
In addition, it prioritizes data security, privacy, and
seamless video conferencing between doctors and
patients. By successfully addressing these challenges,
the application anticipates that the telemedicine
system’s implementation will play a pivotal role
in revolutionizing healthcare accessibility, patient
outcomes, and addressing the existing healthcare
disparities.

LITERATURE REVIEW

In ”Assessment of present health status in Bangladesh
and the applicability of e-health services: A survey of
patients’ expectations toward e-health” by Sharmin
Jahan and M. Mozammel Hoque Chowdhury, the
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paper evaluates the current conditions of telemedicine
services in Bangladesh. Through a survey involving
expert doctors, local doctors, pharmacy owners, and
patients, the research identifies vital parameters that
should be addressed to make telemedicine services
more beneficial for the rural population. The findings
contribute to understanding the challenges and
expectations regarding telemedicine in Bangladesh.
The study by Ann B. Bynum and Cathy A. Irwin, titled
”Evaluation of the effects of consultation characteristics
on telemedicine diagnosis and treatment,” investigates
the impact of various consultation characteristics on
telemedicine outcomes.

The study, conducted over several years, utilizes a
postuse survey to evaluate the effects of teleconsultants’
specialty, practice setting, and training on diagnoses
and treatment. The findings may provide valuable
insights for refining telemedicine practices. Finally,
”Mobile Phones: The Next Step towards Healthcare
Delivery in Rural India?” by Sherwin 1. DeSouza,
M. R. Rashmi, Agalya P. Vasanthi, Suchitha Maria
Joseph, and Rashmi Rodrigues explores the potential
use of mobile phones for healthcare delivery in rural
India. The paper emphasizes the need to assess end
user perceptions regarding mobile health interventions,
especially in the rural Indian context. Understanding
user perspectives is crucial for contextualizing the use
of mobile phone communication for health in a country
where a significant portion of the population resides in
rural areas.

EXPERIMENTAL METHODOLOGY
Data Collection

— Two separate surveys were conducted, one for
patients and another for doctors, to gather their
preferences and requirements for the application.

— Patient survey focused on the types of information
they are willing to provide and desired
functionalities.

— Doctor survey collected information on the data
they are willing to share and the features they want
in the application.

Agile Work Process
— The development process followed the Agile
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methodology, allowing for flexibility and quick
modifications in the Ul design and layout.

— XML was used for constructing layouts, and Java
was employed for the backend coding.

Integration and Firebase

— The application utilized Firebase for user
authentication, storing and retrieving data, and
managing user sessions.

— Patient and doctor signups were implemented with
Firebase authentication, and user information and
images were stored in Firebase Storage.

Testing and Validation

— Rigorous testing and validation of the application
were conducted to ensure its performance, security,
and user-friendliness.

— User feedback and suggestions were taken into
account for improvements and enhancements.

ARCHITECTURE

MVVM Pattern Model: — Responsibility: Represents
the data and business logic of the application.
Includes entities such as patient information, doctor
details, medical reports, and prescribed medicines. —
Interactions: Notifies the ViewModel of any changes
in the data. Communicates with data sources like
Firebase to retrieve and store information. View:
— Responsibility: Represents the user interface
components of the application. Includes activities,
fragments, and Ul elements for displaying patient
profiles, doctor information, and the video conferencing
interface. — Interactions: Captures user input and
interactions. Observes and reacts to changes in the
ViewModel’s data. ViewModel: — Responsibility: Acts
as an intermediary between the Model and the View.
Manages presentation logic, business logic, and Ul-
related data. Holds and exposes data to be displayed in
the Ul — Interactions: Retrieves data from the Model
and prepares it for the Ul Listens for user input and
triggers appropriate actions in the Model. Utilizes
LiveData or other observable patterns to notify the
View of changes in the data. MVVM Advantages in
Telemedicine App: — Separation of Concerns: Clear
separation between Ul components (View) and the
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underlying logic (ViewModel and Model). Enhances
maintainability and readability of the codebase. —
Reactive UI: Utilizes LiveData or other observables to
create a reactive Ul. Updates the Ul automatically when
underlying data changes. — Testability: ViewModel’s
business logic can be easily unit-tested in isolation. Ul
components can be tested separately without relying on
the actual data sources.

CONCLUSION

In conclusion, the development of an interactive
telemedicine system via an Android application
represents a visionary stride towards addressing
the healthcare challenges of today. The adoption
of telemedicine, as outlined in this paper, offers a
transformative approach to healthcare delivery by
leveraging the capabilities of modern technology. The
proposed Android application not only streamlines
access to medical consultations but also introduces
a flexible and patient-centric model, eliminating the
barriers of geographical distances and long waiting
times. The significance of this telemedicine system
becomes particularly pronounced in regions with
limited access to specialists, such as rural areas. By
providing a platform for remote medical consultations,
the application aims to bridge the gap between patients
and healthcare providers, ensuring that medical advice
is accessible to a broader population. The integration
of wvideo conferencing capabilities and efficient
management of patient data further enhances the
effectiveness of the proposed solution.
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ABSTRACT

The project delves into the expansive realm of automatic skin lesion diagnosis using deep learning, synthesizing
insights gleaned from a comprehensive review of research papers in the field. The focal point is to present a
nuanced understanding of methodologies, technologies, and advancements in skin lesion diagnosis. An exhaustive
literature survey identifies critical trends, challenges, and breakthroughs. The reviewed research papers span
diverse approaches, including applying convolutional neural networks (CNNs), generative adversarial networks
(GANS), transfer learning, and ensemble methods. Innovative solutions for skin lesion segmentation, classification,
and diagnosis are explored, addressing challenges such as imbalanced datasets, variable contrast, and indistinct
boundaries. The project abstract encapsulates a knowledge synthesis highlighting the field’s current state and
identifying future directions. This resource proves valuable for researchers, practitioners, and stakeholders involved
in the dynamic landscape of skin lesion diagnosis.

KEYWORDS : Lung cancer recognition, CNN, Deep learning, Machine learning, Medical imaging.
INTRODUCTION

he prevalent utilization of multimedia technologies
has paved the way for exploring diverse
information types, encompassing texts, audio, videos,
and images. Computational methods find increasing
applications across various domains [1]. In healthcare,
automatic disease diagnosis through medical images

Melanoma, a perilous global disease, necessitates early
and precise classification of skin lesions for successful
treatment before metastasis occurs. The challenge lies
in automating this classification process, given the
imbalance and scarcity of training data for skin disease
images, coupled with the critical requirements of cross-
domain adaptability and model robustness [2].

has become a focal point, with melanoma skin cancer
being a critical ailment associated with a significant
global fatality rate. Numerous computational methods,
mainly focusing on dermoscopic images, have been
developed for melanoma diagnosis. However, the
effectiveness of these methods heavily relies on the
ability to isolate the lesion region within the images.
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Recent advancements have witnessed the widespread
adoption of this method. These techniques aim to
overcome imbalanced and limited dataset issues
and enhance adaptability and model robustness [3].
Comprehensive reviews encompassing forefront
problems in this domain still need to be made despite
strides in employment. This project seeks to bridge this
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gap by delving into the complexities of automatic skin
cancer classification, explicitly focusing on melanoma.
By exploring and synthesizing computational method
advancements emphasizing deep learning, the project
aims to contribute to understanding and resolving
challenges associated with imbalanced datasets, cross-
domain adaptability, and model robustness. This
endeavor aims to pave the way for more accurate and
efficient diagnoses, ultimately improving prognosis
and treatment outcomes for individuals affected by
melanoma and other skin cancers.

Significant progress has been made in medical
diagnostics in recent years, especially with the help of
cutting-edge technologies like deep learning. With deep
learning, this project plans to introduce an automatic
diagnosis system for skin lesions, which will profoundly
impact the field of dermatology [4]. Accurate and prompt
diagnosis of skin lesions, which can be indicators of
several dermatological disorders, is crucial for effective
therapy. In particular, skin cancer has emerged as a
worldwide health issue, calling for rapid and accurate
lesion detection to allow for timely treatment. Traditional
dermatological diagnosis methods are successful;
nevertheless, they frequently include manual inspection
by medical personnel, which can cause delays and
subjectivity in outcomes. By automating and improving
the accuracy of skin lesion classification, incorporating
deep learning into the diagnostic process promises to
overcome these obstacles. Deep learning is a branch
of Al that creates neural networks to study data and
identify hidden structures. These networks were trained
using an extensive database of photos of skin lesions,
allowing the system to identify benign from malignant
lesions accurately. This study uses cutting- edge
deep learning architectures like convolutional neural
networks (CNNs) to extract complex information
from photos of skin lesions, allowing for accurate and
nuanced classification. This technology is essential
because it has the potential to speed up diagnosis,
which will enable skin lesions to be found sooner and
treated more effectively. By automating the diagnosis
of skin lesions, the system not only enhances the
efficiency of healthcare professionals but also addresses
issues related to accessibility, particularly in regions
with limited access to dermatological expertise. A
future where the automatic diagnosis of skin lesions
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using deep learning contributes to more effective
dermatological care reduces the burden on healthcare
systems and ultimately improves patient outcomes. By
amalgamating cutting-edge technology and medical
expertise, this project aims to speed up the diagnostic
process without sacrificing accuracy.

LITERATURE SURVEYS
Deep Learning Approach

Melanoma of the skin is a significant health concern,
necessitating a precise clinical diagnosis as a top
priority for medical practitioners—ongoing image
processing methodologies. The signs of skin cancer can
be swiftly, effortlessly, and cost-effectively diagnosed
due to progress in computer technology. Non-invasive
procedures have been proposed to scrutinize and
identify melanoma as the causative factor for skin
cancer signs or other skin cancer types. The standard
procedure for disease detection involves image
acquisition, processing, segmentation, extraction of
relevant features, and subsequent classification as skin
cancer. Post- implementation, an accuracy of 88.48%
with AlexNet and 90.41% with VGG 16 is achieved [5].

Deep learning has gained prominence recently,
particularly in the biomedical field, grappling with
limited medical resources. It emerges as a potent tool
in fields requiring prior knowledge. Dermatologists
explore the applications, focusing on the rapid
evaluation of skin disease classification, describing
skin lesions, and analyzing and evaluating the current
state of image technology. This article analyses existing
literature investigating the distinctive features of these
conditions. It traces the history of dermatological
diagnosis, emphasizing crucial stages and influencing
elements while pointing out challenges and potential
breakthroughs. Research findings affirm that a deep
learning-based approach to skin disease identification
can surpass human dermatologists in specific contexts,
unveiling new avenues of inquiry [6].

To address the time-consuming nature of skin lesion
diagnostics, this project introduces an automated method
foraccurate multi-class classification. Initial color-coded
histogram intensity values undergo local enhancement
(LCcHIV). A unique Deep Saliency Segmentation
approach employing a ten-layer CNN assesses saliency
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with subsequent binary image conversion. Using an
improved Moth Flame Optimization (IMFO) technique,
a deep pre-trained CNN is used to extract features

from color lesion images. The multiset maximum
correlation analysis (MMCA)-derived fused features
are then classified with the help of the Kernel Extreme
Learning Machine (KELM) and validated on datasets,
achieving accuracies of 95.38%, 95.79%, 92.69%, and
98.70% for ISBI 2016, ISBI 2017, ISIC 2018, and PH2,
respectively. HAM10000 dataset evaluation attains a
classification accuracy of 90.67%, surpassing current
best practices [7].
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Fig. 1. Different Types of Skin Diseases

This study presents a novel decision system for
melanoma classification utilizing multiple classifier
methods. Initially, a neural network is developed to
distinguish melanoma from benign nevus, and its
performance is assessed using biostatistic parameters.
Three additional methods, employing pre-trained
convolutional neural networks (CNNs) - GoogleNet,
ResNet-101, and NasNet-Large - are fine-tuned for skin
lesion classification through transfer learning. The final
method integrates image object detection with feature
extraction and support vector machine classification.
The innovation lies in integrating these techniques into
a global decision-making system based on fusion, with
weights assigned based on individual method accuracy.
Experimental results from two freely available databases
demonstrate superior accuracy compared to individual
methods [8].

Skin illnesses are prevalent worldwide, impacting
patient health and government-provided healthcare
costs. Due to the significance of early detection, this
paper advocates for a computer-based skin disorder
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diagnostics method. The proposed method utilizes
dermoscopic images grounded in deep learning and
machine learning. The system shows promising
results based on the collected data, encouraging
further exploration for Application. The absence of
dimensionality reduction methods to rank features is a
notable limitation of this work. To enhance the precision
of skin disorder categorization, research will investigate
the efficacy of various deep-learning algorithms. The
suggested method will undergo additional testing with
benchmark datasets containing information on various
skin diseases [9].

This study introduces an innovative, fully automated
skin lesion segmentation method employing advanced
deep learning models, including UNet, ResUNet, and
enhanced ResUNet++. Pre-processing involves a
combination of morphological filters and inpainting to
enhance dermoscopy images and eliminate unwanted
hair formations. Postprocessing incorporates conditional
random fields (CRF) and test time augmentation (TTA)
for fine-tuning segmentation. Training and testing on
ISIC-2016 and ISIC- 2017 datasets result in an average
Jaccard Index of 85.96% and 80.05%, respectively. The
proposed method achieves scalability and robustness.
[10]

This exploration encompasses three distinct categories
of dermatological imaging, providing insights into
publicly accessible datasets related to skin malignancies.
The conventional use of the system is examined,
emphasizing various challenges and solutions in
this domain. The focus then shifts to the skin cancer
classification task, outlining frontier difficulties and
their resolutions. The conclusion maps out an organized,
lightweight, and multimodal development trajectory
of deep learning-based strategies, accompanied by
graphical and tabular summaries for reader clarity.
Despite the growing popularity of deep learning,
persistent challenges are acknowledged [11].

The research aims to employ deep learning-based
techniques to create a system for accurately diagnosing
skin lesions. The suggested decision system integrates
multiple classifiers, including neural networks and
feature-based techniques, with each classifier uniquely
contributing to the conclusion. A weighted decision
based on calculated accuracy is proposed. Initially, a
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neural network is developed to distinguish malignant
melanoma from noncancerous nevi, and its architecture
is evaluated during training. Three other methods utilize
pre-trained convolutional neural networks (CNNs) -
GoogleNet, ResNet-101, and NasNet-Large - fine- tuned
for skin lesion classification through transfer learning.
The final method employs image object detection and
supports vector machine classification. The novelty
lies in integrating these techniques into a worldwide
decision-making system based on fusion, determining
fusion weights based on individual method accuracy.
Experiments on two accessible databases demonstrate
superior accuracy with the proposed system [12].

Convolutional neural networks (CNN) in computer-
aided diagnosis systems prove effective for identifying
skin lesions through automated feature extraction from
dermoscopy images. This study focuses on classifying
skin lesion photos using ISIC-2017, ISIC-2018, and
PH-2 datasets, achieving a classification accuracy of
98.42%. Skin lesion segmentation compares various
SI methods, with GOA demonstrating superior
performance. SURF is employed for feature extraction,
and CNN categorizes images into melanoma and
non-melanoma classes. Superiority over the baseline
is evident in specificity, precision, and F-measure,
emphasizing the approach’s potential for melanoma
detection and addressing healthcare challenges. Future
enhancements may further elevate success rates by
refining the model, enhancing the dataset, and extending
evaluation to additional classes [13].

The proposed system employs morphological filtering
for hair and artifact removal and automatic lesion
segmentation using Processing images with a grab-cut
in the HSV color space techniques for implementing
the ABCD rule. The most significant results are found
when using ResNet50 in conjunction with SVM, but
several other pre-trained CNNs are also investigated in
5-fold cross-validation. Data augmentation enhances
performance. Applied to clinical lesions, the framework
outperforms recent techniques with a 99.52% ROC
AUC, 99.87% accuracy, 98.87% sensitivity, 98.77%
precision, 97.83% F1-score, and 3.2 seconds processing
time, showcasing its potential for aiding medical
practitioners in skin lesion classification [14].
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Skin cancer is one of the most common types of cancer
(including melanoma and non-melanoma) and continues
to contribute to tens of thousands of global deaths
annually. Manifesting excessive cell growth on the
skin, prompt diagnosis significantly enhances recovery
odds, potentially reducing the necessity or frequency
of invasive treatments such as surgery, radiation, or
chemicals. This, in turn, may lead to a reduction in
healthcare spending. The initial step in diagnosing skin
cancer involves dermoscopy, examining skin lesions’
size, form, and color characteristics, followed by further
analysis of a lesion sample in a laboratory. Recent years
have seen substantial advancements in image-based
diagnosis through deep learning Al.

This research explores the feasibility of skin lesion
image classification using raw deep transfer learning.
Thirteen deep transfer learning models were employed
to develop a system processing dermoscopy pictures
from the HAM1000 dataset without additional feature
extraction or pre-processing. Upon careful consideration,
the plan revealed benefits and downsides. Certain
cancer types achieved high-fidelity categorization, but
overall accuracy diminished to 82.9% due to dataset
inconsistencies, insufficient images in some categories,
and excess classes [15].

This study combines deep learning with SVM, REF,
NN, and KNN methods for skin cancer classification
by introducing a novel three-fold training mechanism
using the ISIC archive dataset. Feature extraction
utilizes Resnet50, Xception, and VGG 16, employing
a Stacking CV method that yielded 90.9% accuracy.
The study recommends incorporating picture metadata
to enhance skin cancer detection systems, emphasizing
the importance of diverse datasets [14].

This work proposes a smartphone app applied toaclinical
photograph and patient clinical data to automatically
diagnose five prevalent skin diseases. The system
achieved mean values for accuracy, precision, recall, F1
score, and kappa of 97.5%, 97.7%, 97.5%, and 0.976,
respectively. The system successfully diagnoses all five
skin diseases, potentially benefiting dermatologists,
primary care physicians, rural health practitioners, and

patients for skin disease diagnosis [17].
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Fig. 2. Comparison of Skin Diseases

The rising prominence of smart healthcare, driven by
rapid information technology development, transforms
conventional medical practices into more effective,
reliable, and patient-centric ones. Teledermatology,
a leading application of analysis of medical images
via telemedicine and electronic health systems,
transmits medical data to practitioners via electronic
communication. Due to the visibility of the skin to the
naked eye, teledermatology effectively diagnoses skin
lesions, especially in remote areas. Dermoscopy, a recent
method for skin cancer detection, faces challenges such
as low-contrast lesions, unbalanced datasets, memory
constraints, and redundant feature extraction [18].

This study endeavors to present a comprehensive
review for researchers to construct dependable models
for automatically detecting melanoma in skin lesion
photos. The paper comprises five sections: initiation
involves elucidating the difficulties in identifying
melanoma from cutaneous lesions. The pre-processing
and segmentation of photos of skin lesions are then
explained. The third section assesses the current state
of development by examining historical methodologies.
The fourth section delves into various forms of skin
cancer. Lastly, a critical review of the techniques
applied in the recent ISIC 2018 and 2019 skin lesion
image analysis challenges and contests and their
corresponding outcomes is provided. Applying models
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to thoroughly pre-processed and segmented photos
enhances skin lesion image classification [19].

Machine Learning Approach

Employing machine learning (ML) in dermatology
enhances workflows for dermatologists, assisting
in diagnoses and personalized treatment. Recent
advancements in digital data processing, computational
speed, and cost-effective data storage have facilitated
the growth of ML algorithms in dermatology. This
exploration focuses on ML-based solutions across
five dermatological areas that leverage deep learning:
disease classification from clinical photos, visual
cancer classification in dermatopathology, skin disease
measurement via smartphone applications, personal
tracking systems, and disease classification through
molecular weight spectroscopy. This research aims
to elucidate ML basics for dermatologists, providing
insights into potential challenges. The investigation
reviews methods, emphasizing the significance of
comprehensive image segmentation and lesion tracking
through deep learning in developing applications for
skin cancer diagnosis [20].

The exploration of using computers to aid in identifying
skin lesions is expanding. There is a recent surge in
researchers’ enthusiasm for developing new forms of
computer-assisted diagnosis technology. This work
seeks to examine, consolidate, and analyze the data
quality, proving the correctness of computer-assisted
diagnostics. This review of recent literature utilized
ScienceDirect, IEEE Xplore, and SpringerLink
databases. Among the 53 articles employing classic
ML techniques and 49 using deep learning techniques,
contributions, methodologies, and outcomes are
compared among studies. The main barriers to assessing
skin lesion segmentation and classification algorithms
were short datasets, ad hoc image selection, and racial
bias [21].

This paper addresses the critical need for accurate
detection, which is crucial for timely skin cancer
treatment. The proposed system utilizes deep learning
techniques, predicting seven skin lesions, including
melanoma, using a group of convolutional neural
networks trained on the HAM10000 dataset. Selected
networks, such as AlexNet, GoogLeNet, MobileNet-V2,
and others, contribute to a Collective Intelligence-based
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System. Performance analysis and weight matrices
from each network lead to a multi- network ensemble
system, enhancing accuracy by 3% compared to the

best-performing individual network. The system
facilitates more precise predictions, supporting medical
staff in early detection efforts [22].

Inter-Class Discrimination Feature Learning

A novel is designed to improve the automatic
categorization of skin lesions, focusing on enhancing
intra- class consistency and inter-class discrimination
of learned features. The proposed innovation optimizes
the proximity between CAMs for the same dermoscopic
image, thereby facilitating the learning of inter-class
discriminative features. Furthermore, a module for
guided intra-class similarity learning based on global
features concentrates on identifying the center of a class
using intra-class features. The synergy between CAM-
based inter-class discrimination and global features
leads to improved performance, as substantiated
through comprehensive testing on the ISIC-2017 and
ISIC- 2018 datasets. The method demonstrates robust
generalizability and adaptive concentration on the more
distinct features of skin lesions across diverse backbone
experiments [23].

Transfer Learning and Fine-tuning

Melanoma segmentation was addressed in this study
employing Deep learning networks U-net and LinkNet
that use transfer learning and fine-tuning methods.
The model’s adaptability to disease and dataset
segmentation was evaluated through a combined
approach. Encouraging outcomes were obtained from
experiments conducted on three datasets (PH2, ISIC
2018, and DermIS). The U-net demonstrated exceptional
performance, attaining an average Dice coefficient
of 0.923 on the PH2 dataset, 0.893 on the ISIC 2018
dataset, and 0.879 on the DermlIS dataset [24].

Artificial Intelligence Approach

The necessity for dermatological expertise in remote
regions often impedes residents from receiving
prompt and precise diagnoses of skin lesion disorders.
Employing high-quality images can assistdermatologists
in diagnosing these disorders remotely, aiding primary
care physicians. This study delves into three image-
processing segmentation methods for skin lesion
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detection: FCM-Based Image Segmentation, Genetic
Algorithm-Based Segmentation, and Color Space-
Based Thresholding with Ant Colony Optimization-
Based Edge Detection. The comparison of entropy
values objectively assesses the performance of these
approaches, demonstrating the superior quality of FCM-
based segmentation. Skin lesion images underwent
evaluation utilizing Color Space Thresholding, Edge
Detection with Ant Colony Optimization, and Genetic
Algorithm-based Segmentation [25].

Convolutional Neural Network

This investigation addresses challenges in automatically
categorizing dermoscopy images, such as inadequate
training data and the requirements of contemporary
approaches. The proposed DenseSFNet-45, an
enhanced version of DenseNet, incorporates a new
SE-Fire (SF) block into the utilized block. DenseNet’s
representational capabilities are improved by the SF
block, which consists of a squeeze-and-excitation (SE)
block and a cascaded Fire module. We present a two-
stage DenseSFNet-based framework for segmenting
and classifying skin lesions. Interestingly, not the full
dermoscopy image, just the segmented lesion, is utilized
for classification, enabling more focused and informative
feature extraction. Thorough evaluation across three
public databases demonstrates the method’s superior
performance over state- of-the-art methodologies and
baseline models in various classification tasks [26].

The proposed method employs deep learning
techniques and collective intelligence. Selected CNNs,
including AlexNet, GooglLeNet, and others, contribute
to a Collective Intelligence-based System. A weight
matrix derived through systematic analysis enhances
accuracy by 3% compared to the best-performing
individual network. The system integrates insights
from diverse networks to improve the precision of skin
lesion classification, supporting early detection efforts
[27]. An enhanced method, iFCN, is introduced in
this study, building upon the robust FCN architecture.
iFCN addresses challenges such as uneven contrast,
unclear borders, and undesired leftovers in lesion
images. The suggested approach was assessed using the
PH2 and ISBI 2017 datasets, demonstrating superior
performance compared to U-Net, classical FCN,
and SegNet architectures. Its residual structure with
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spatial information enables more advanced detection
of lesion details, independent of lighting conditions.
The outcomes show an improvement in accuracy of
1-2 percentage points above the gold standard. In the
future, researchers will investigate a CNN architecture
considering depth to create a watershed network
immune to color changes at lesion borders [28].

This paragraph outlines a proposed method for
segmenting skin cancer lesions in dermoscopy images
using a CNN architecture with atrous convolutions.
The approach aims to enhance performance by
enlarging the receptive field without relying on pooling
layers, maintaining image resolution. The network’s
effectiveness is demonstrated through improved
segmentation and extraction of significant attributes
from various dermoscopy images, showcasing success
even in challenging cases. The ultimate goal is to
contribute to developing a robust CAD system for
melanoma and non- melanoma classification. The
network’s versatility and enhanced performance suit
applications like automatic segmentation and tracking
across diverse image sequences. Future research aims
to address the remaining challenges and further improve
the methodology [29].

This project focuses on automatically identifying benign
pigments. Advanced deep-learning techniques are
employed to develop a robust model for distinguishing
benign pigmented skin lesions in clinical images. The
initiative aims to improve precision and productivity by
using deep CNNs to automatically identify skin lesions,
contributing to dermatology and skin health diagnostics
[30]. This study elucidates the presence of benign and
malignant meningiomas by comparing and contrasting
images of skin tumors taken before and after contrast
was applied. Each stage in the process, pre-processing,
segmentation, and classification, results in a new set of
strategies that are explored and evaluated.

Regarding picture pre-processing, CLAHE s
substantially more effective than an anisotropic diffusion
filter. Modified K-means clustering produces superior
results when segmenting group images compared to
other approaches. These photos are then passed on
to the classification stage. Finally, the enhanced and
assessed methodologies allow for the ready recognition,
categorization, and, most crucially, diagnosis of these
tumors in their earliest, most treatable stages [31].
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Fig. 3. Skin Lesion Segmentation
XceptionNet Approach

Approximately half of all malignancies manifest in
individuals with compromised skin, with melanoma
alone registering 300,000 new cases in 2018. Infusing
modern computer technologies, specifically leveraging
image processing mechanisms, into early identification
processes can significantly support physicians in
addressing this cancer. This study introduces an
automated approach to skin cancer diagnosis utilizing
dermoscopy images. The methodology incorporates
an enhanced version of XceptionNet featuring a fluid.
The comparative analysis underscores the heightened
reliability in data classification achieved by the
proposed method when contrasted with the original
Xception and other architectural topologies. Extensive
simulations and comparisons against state-of-the-art
solutions consistently validate the superior accuracy of
the proposed method in skin cancer diagnosis [32].

Deep Generative Adversarial Network

This study addresses the challenge of limited annotated
datasets for automatic skin problem detection. A novel
approach is proposed, employing a multi-classifier
based on a deep generative adversarial network
(DGAN). The DGAN generates synthetic images
of skin issues, augmenting the dataset with multiple
classes sourced from various online platforms to rectify
class imbalances. Overcoming the training instability
of the DGAN model presented a notable obstacle.
Performance analysis involving two parallel CNN
models (ResNet50 and VGG16) augmented using
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traditional methods indicates that DGAN surpasses
conventional data augmentation. The obtained accuracy
is 91.1% for the unlabelled dataset and 92.3% for the
labeled dataset, highlighting its capacity to learn from
unlabelled data and deliver precise diagnoses [33].

Deep Learning Model Fuzzy GC-SCNN

Melanoma, the most severe type of skin cancer,
manifests as a disruption in the cells responsible for
melanin production, discernible to the naked eye. Access
to expert guidance significantly impacts detection time
and financial investment. It aimed to implement fully

Table 1. Literature Overview
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automated melanoma diagnosis in dermoscopy images.
The training involved utilizing a fuzzy logic-based
model (GC-SCNN) on these images. Multiple open-
source datasets facilitated picture feature extraction
and lesion classification. The fuzzy GC- SCNN and
support vector machines (SVM) synergy resulted in
a classification accuracy of 99.75%, exhibiting ideal
specificity and sensitivity. Additionally, the model’s
performance was contrasted with results from previous
studies, showing that the suggested model could more
accurately identify and classify lesion parts while
requiring less computing time. [34]
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leaming from unlabelled datasets, curperforming maditional
data aupmentation
10 Tobm A Smith | Desp Leaming for Skin CHN-bazad foruses on leveraging (CWHz) for acourate diaznosis of tkin
(2022 Lasion Diagmosis Clazsification lzstons, demonstrating the potential of deep leaming in
medical imags ambysis.
CONCLUSION transfer learning demonstrates the industry’s dedication

This project presents a comprehensive overview of
automatic skin lesion diagnosis achieved through a
meticulous review of research papers. The synthesis
exposes a landscape with technological innovations,
ranging from deep learning architectures to novel
segmentation techniques. Integrating GANs and
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to overcoming challenges associated with limited
annotated datasets. The necessity for ongoing research
is emphasized to address persistent challenges,
such as ensuring stability in generative adversarial
networks during training phases and developing robust
convolutional architectures for lesion segmentation.
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Exploring ensemble methods and integrating collective
intelligence reveals promising avenues for future
investigations.

Ultimately, this review functions as a knowledge
hub, providing valuable insights for researchers and
practitioners navigating the complexities of skin lesion
diagnosis. The amalgamation of diverse methodologies
in the reviewed papers contributes to a collective
understanding that propels the field forward, fostering
advancements in accuracy, efficiency, and accessibility
in skin lesion diagnostics.
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ABSTRACT

This research strongly emphasizes the important role of blockchain based organ donation and transplant
administration system will be to enhance the organ donation procedure’s efficiency, security, and transparency. It
minimizes fraud and errors while encouraging trust among stakeholders through the usage of blockchain technology
to establish a tamper proof and accessible record of organ availability, matching, and tracking purposes. This
revolutionary approach has the capacity to completely transform the organ transplant system, eventually saving
many more lives as well as improving the patient’s experience.

KEYWORDS: Blockchain, DApp, Organ donation and transplantation, Smart contracts, PHR (Personal health

records), Organ allocation.

INTRODUCTION

lockchain technology desires include improved

organ transplantation’s functionality, secrecy,
and legitimacy. It implies precision and convenience
for inspections by registering all organ donation and
transplant functions in a distributed, impermeable
database. Blockchain constitutes extra security by
upholding control mechanisms and digital encryption
concerning clinical information, organ inventory, and
transplant details. It stimulates organ matching in real
time, optimizing the preciseness of organ transmission.
Donor affirmations can be detected by smart contracts,
promising that decisions made by individuals to donate
their organs are recognized. Blockchain technology
additionally assists with the oversight of logistics,
lessening the prospect of illicit trafficking in organs and
confirming adequate care. By digitizing and conserving
all necessary papers and records, it eliminates the
requirement for paperwork. Besides, individuals with
transplants are susceptible to a shorter waiting period
as a result of distributed ledger technology, which
might prolong lives. All things considered, blockchain
technology has immense potential for improving organ
donation and transplantation.
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As indicated by [1] In terms of registration, donor-
recipient matching, removal of organs, organ
delivery, and transplantation, today’s organ donation
and transplantation systems serve a variety of
requirements and challenges alongside legal, clinical,
ethical, and technical restrictions. To enhance patient
experience and trust, an end-to-end organ donation and
transplantation system is therefore required to ensure
a fair and reliable system. To manage organ donation
and transplantation management with an approach that
is entirely decentralized, secure, traceable, auditable,
private, and trustworthy, we propose a private Ethereum
blockchain-based system in this paper. We build smart
contracts and provide six algorithms, each containing
in- formation on how to build, test, and evaluate them.
We estimate the effectiveness of the suggested approach
by carrying out studies of confidentiality, privacy, and
security and by comparing it with the existing solutions.

As per [2] There are a lot of differences in current
processes because of the lack and immediacy of organs
andblood. These imposed conditions forillegal activities,
including the sale of organs on the black market. This
research study provides a solution that comprises a
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web-based, secure system for blood and organ donation
that allows patients and medical professionals to access
information about the processing records for donated
blood and organs. Blockchain technology would be
applied for managing the database, which would only be
easily accessible by authorized individuals. In the end,
the suggested approach creates a smart identity created
by the Ethereum Smart Contract (ESC) by tracking all
registered participants. Blood demand is predicted by
the system using a linear regression model with a high
R-squared accuracy value of 0.998 over the next 10
years. This reduces blood shortages and waste.

As suggested by [3], An electronic health record yields
evidence of the emergence, advancement, and oversight
of an illness (EHR). It possesses exceptional therapeutic
potential as a consequence of that. In spite of medical data
residing sensitive and secure for patients, transmitting
information and confidentiality in attendance crucial
problems in EHRs. Blockchain technology promises
tamper resistance and decentralization, thereby
rendering it an appealing option to tackling the
shortcomings pointed out above. In the investigation,
we put forward a medical data sharing and safeguarding
malware based on the hospital’s private blockchain for
bettering the electronic health system.

At first glance, the plan could fulfill countless safety
necessities  featuring  decentralization, openness,
and tamper resistance. For the sake of to uphold
confidentiality of patients, a dependable way of
proactively maintaining medical.

As per [4] Since the first successful kidney transplant in
1954, organ donation and transplantation have emerged
as crucial medical treatments. However, the kidney
transportation process is becoming more complex due
to the supply-demand discrepancy. Several allocation
processes, including blockchain-based ones, have
been presented. The international organizations that
manage organ donation are working to make the
procedure better and help more individuals who are in
need. Global rules are necessary because of the large
variations in organ circulation policies and standards,
and there are still unsolved difficulties. By centrally
preserving stakeholder data and matching patient- donor
algorithms, blockchain technology can help overcome
these difficulties. This paper looks at current methods
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for allocating organs, with a particular emphasis on
decentralized blockchain-based systems. The study
addresses kidney allocation algorithms across multiple
organ donation systems and talks about the drawbacks
of current algorithms and methods.

As indicated by [5] The electronic health record (EHR)
is essential for documenting the onset, progression, and
administration of medical conditions. However, because
of their sensitivity and patient security, data exchange
and confidentiality represent major challenges in EHRs.
An alternate answer supplied by blockchain technology
is decentralization and tamper resistance. In order to
improve the EHR system, the report proposes a medical
data exchange and protection program built on a
hospital’s private blockchain. Safety requirements like
tamper resistance, accountability, and decentralization
are met by this strategy. Additionally, it creates a
productive framework for accessing patient histories
and keeping medical data. A system for symptom
matching allows patients to verify with one another and
establish session keys for additional communication.
PBC and OpenSSL libraries are used by the suggested
technique.

OBJECTIVE

1. To implement a DAPP for the organ dobation and
trans- plantation.

2. To implement temper-proof organ transactions with
blockchain security.

3. To utilize smart contracts
allocation,reducing delays.

streamline organ

4. To implement a blockchain ledger for transparent,
immutable organ-related transactions record.

METHODOLOGY

Hospital: An organization that collaborates with patients
and provides identical data for each medical record. a
local organization that encourages data.

Patient: Patients are responsible for setting up their
ac- count on the system, importing and reporting their
medical records, and accepting data requests (requests
to exchange medical records) from professionals.

Giving user: Upload user records.
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Decentralized Blockchain: The distributed ledger known
as the blockchain is used to show how the system’s
delegated access rights are currently established. The
attribute authorities and the root authority handle
permissions for interacting with the blockchain.

DISCUSSION

In the organ donation and transplantation system
with custom Blockchain, SHA256 hash generation
and mining algorithms are employed for security and
consensus. Each transaction is hashed using SHA256,
creating a unique idenifier. Miners compete to solve
mathematical puzzles, validating transactions and
adding them to the Blockchain. This decentralized
mining process enhances data integrity and transparency.
The hash, acting as a digital fingerprint, ensures tamper
proof records, crucial for maintaining the authenticity
of organ related information. This cryptographic
approach, depicted in the system, guarantees a secure
and efficient organ donation management system with a
custom Blockchain, fostering trust and ethical practices

CONCLUSION

Blockchain’s  decentralized and tamper-resistant
properties make it an excellent choice for sharing and
preserving medical information. In this system, we
developed an end-to-end DApp for managing organ
donation and transplantation. Additionally, we proposed
utilizing blockchain technology to supply patients with
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decentralized, traceable, reliable, trustworthy, and
secure control over their medical data. So as to ensure
their correctness, we assessed the suggested contracts in
a patient health record (PHR) framework.
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ABSTRACT

This paper aims at providing an efficient stock portfolio optimization technique by utilizing the Fundamental Ratios
and Price-Volume data of the stocks. We have utilized various machine learning techniques such as XGBoost,
ANN, RNN, etc. for providing a efficient stock selection and further utilized the Markowitz Theory and Sharpe
Capital Asset Pricing Model (CAP-M) for assigning weights to the stock selections to build a risk minimized
portfolio. The objective is to create a weighted portfolio of 30 stocks from the NIFTY-200 index on the basis of

their financial ratios and price-volume data.

KEYWORDS : LSTM, RSI, Backtesting Tool, XGBoots, ANN, RNN, CAP-M,NIFTY-200.

INTRODUCTION

tocks are the most fundamental instruments through

which one can invest in a company and gain
lucrative returns. Trading of stocks refers to buying
and selling of the stocks in a particular script. In the
past few years the world has seen a steep rise in amount
of data, not just random data but data which can be
systematical analysed to develop insights to solve
various practical problems. Stock prediction has been
one of the quite important problem to solve for many
decades, financial analysts use various techniques to
analyse and anticipate the data like economic standing,
employment status, financial condition, balance
sheets, income stories, climatic events and political
developments, stock price, etc. This can be achieved
through machine learning. Machine learning is an part
of artificial intelligence, is used to design algorithms.
In this paper we majorly analyse the Support Vector
machine, XGBoost, Long Short-Term Memory model
and a multi layer neural network. Once this data has
been analysed for future stock predictions, the next big
question is the optimal distribution of the portfolio in
order to reduce the impact of the future uncertainty.
In order to build an efficient portfolio we utilize the
stock predictions from the Machine Learning model
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developed and then use Sharpe Capital Asset Pricing
Model to generated a weighted portfolio of stocks for
minimized Sharpe(riskreward) ratio. The Fundamental
data for various stocks used in the paper dataset has
been webscraped from National Stock Exchange(NSE)
and Bombay Stock Exchange(BSE),in format of xbrl
filings of the corporates with the exchanges, and the
stock price information has been collected from the
daily OHLC-based Bhavcopy available at NSE website.

BACKGROUND CONCEPT AND
RELATED WORK

Financial Data

We firstly begin with a larger dataset of companies,
NIFTY- 200 (as on 31st march 2022), collecting the
historical financial data (Balance Sheet, Quarterly
Earnings Reports). This data has been extracted from the
BSE and NSE official websites, in the form of Corporate
xbrl filings with the respective exchanges. The reports
are from Q1 FY18-19 till Q1 FY22- 23, spanning
over 17 quarters, which include the pre-Covid, Covid-
impacted and the post-Covid market scenario’s. From
these reports we generate the 12 fundamental ratios,
in the categories of Liquidity, Multiples, Profitability,
DuPont Analysis.
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Flowchart for Model Pipeline

We firstly begin with a bigger dataset of NIFTY-200
companies and then narrow it down to a new dataset
named LOK-50, consisting of the top 50 companies
according to the quarterly market price returns, using
the Machine Learning model built on the fundamental
ratios. This set of 50 companies LOK-50, is refreshed
every quarter on the arrival of the next quarterly report,
providing with a mid-term portfolio. Over the set of
these 50 companies, we further build another model,
LSTM, using the stock price, volume and technical
indicators data and narrow down the dataset to further
30 companies, LOK-30. Finally, we use the CAP-M
to generate a weighted portfolio of the companies, to
provide us with a risk optimized portfolio, which the
best Sharpe (risk-reward) ratio, as shown in Figure 1.

12 KEY FINANCIAL RATIOS

Earnings Per Share
Net Profit for Equity Shareholders

EPS = :
Number of outstanding Equity Shares
|_ HMIFTY-200 J
Finmncial Ratio ML prediction to
rdcs fire
T
| LCx-50 “
Price-Volume SActkon & Technical
Indicatars
‘“':-'.'"
| LOaE-30 ‘
Invaatrmant Waights porfolio
oplimization using CAP:M thinony
=

I Waightod LOK-30 ‘

Fig. 1: Pipeline for the proposed Model
Price to Earnings

Market price per Equity Share
EPS

P/E =

www.isteonline.in  Vol. 47

Special Issue No. 1

Raka, et al

Price to Revenue

Market price per Equity Share

P/R = :

Revenue per Equity Share
Price to Book
P/B - Market price per Equity Share

Face value per Equity Share

Return on Total Assets
Net Profit for Equity Shareholders

ROA= Total Assets
Net Profit Margin
N/P% Net Profit for Equity Shareholders

Total Revenue

Asset Turnover Ratio
Total Revenue

~ Total Assels

EBITDA Margin

EBITDA

EBITDA% =
Total Revenue

: where

EBITDA = Net Profit + Tax Expense + Interest +
Depreciation + Amortization
Debt to Asset

Total Debt

D/A = Total Assets

Debt to Equity

Total Debt

Db/E = Total Shareholder's Equity

Debt to EBITDA

Total Debt

D/A= EprpaA

Current Ratio

Current Assets

Current Ratio = Current Liabilites
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TECHNICAL INDICATORS

These indicators are developed from the historical data,
hence predicting future from these on individual levels
is impossible, but a combination of these together can
help one analyse the market sentiment and can help one
time ones entry into the stock. Some of the most popular
technical indicators combinations used by technical
analysts and also incorporated in the model are:

MOVING AVERAGE GOLDEN CROSS

Moving average(MA) is the average of the stock price
for the last N days. Moving Average Golden Cross
occurs on a stock chart when the Closing price is greater
than the Moving Average of 20 periods, which is greater
than the Moving Average of 50 periods, which is greater
than 200 periods

MA GC=(CLOSE>MA 20)&
(MA_20>MA 50) &

(MA_50>MA _200)

Relative Strength Index and Moving Average

The Relative Strength Index (RSI) is categorized
as a momentum oscillator, assessing the speed and
magnitude of directional price movements. The strategy
used with RSI is, calculate RSI for 14 periods and is
its value is greater than 60 then the market would
turn bearish, combined along with MA 20, it can help
provide greater insights into the market momentum of
the stock.

Bollinger Bands Width
Bollinger Bands consist of:

* a middle band being an N-period simple moving
average (MA)

* an upper band at K times an N-period standard
deviation above the middle band (MA + Ko)

* a lower band at K times an N-period standard
deviation below the middle band (MA - Ko)
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Fig. 2: Zoom-In Functionality

Typically used values for N and K are 20 and 2

respectively. We even construct a Bollinger Band width
function from these three values, as follows:

BB Upper —BB Lower

BB_Width = BE Middle

»x100

This BB Width along with MA 20 can help us
achieve a greater efficiency in identifying better trade
opportunities.

TOOLS DEVELOPED

To identify various more combinations of such technical
indicators, we have developed two simple GUI Python-
Tkinter based tools to help visualize various technical
indicators and candlestick patterns over the NIFTY-500
dataset and also to backtest various technical strategies
developed over the dataset for a period of 3 years.

VISUALIZATION TOOL

We can plot candlestick charts for various companies
among the NIFTY-500 Index from the Year 2002 (or
since their listing, whichever is the later), we can add
various indicators as can be seen on the left side of
the tool. Indicators which are calculated for various
periods, require another input on click of the button,
which is taken in the form of a pop dialog-box. Another,
functionality provided is of Zooming in and out,
dragging across and saving the plots. On the change of
company, the previous indicator added are saved and
then redrawn on the new company data, as shown in
Figure 2 and Figure 3.
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BACK TESTING TOOL

The backtesting tool is as shown in figures attached
below. The tool helps in adding various logics which
are combined together to generate 3 reports all-entry.
csv, all-exit.csv and total.csv, which consists of trade
entry points, trade exit points and various analytic about
the total trades executed like End Value, Total Return,
Max Drawdown, Total Trades, Win rate, Best trade,
worst trade, Profit Factor, Expectency, etc. After the
backtesting of the trading logic, we can even visualize
the trades, as shown in Figure 4.
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Fig. 3: Various Candle-Stick Patterns Identified

Fig. 4: Visualize a specific stock for a logic
EXPERIMENTS
Fundamental Ratios Model

The model takes in as input the 12 Fundamental Key
Ratios and predicts whether the company belongs to the
top-50 of the returns company in the specified quarter.
The number of trainable parameters has been kept low,
as the number of significant input vector is also of
the size 12. The Activation function utilized at the at
the first 3 Activation layer is tanh and the Activation
Vol. 47
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function utilized at the last layer is Softmax. The final
layer uses softmax to predict the probability of whether
or not to include the stock with the given financial into
top 50 stocks for the quarter or not. The threshold for the
probabilty has been found with a brute force method,
which comes out to be 0.67, providing with the best
trade-off and provides us predictions with an accuracy
of 54.5%.
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Fig. 5: LSTM Predictions for few companies
Price-Volume & Technical Indicators Model

We firstly build 200 Long Short-Term Memory models
for each individual company, to predict the future on
the basis of past 50 memory units. Now, we convert
the predictions of the LSTM models into percentage
increase predicted in the stock for the next trading
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session, and then use it as an input to the another model,
XGBoost-Classifier which takes into account not only
the LSTM outputs but also the outputs of the various
Technical indicator strategies, and also the output of
the fundamental ratio ANN model to predict the top 30
companies to invest for the next trading session. The
output of the LSTM model over a few companies can
be seen in Figure 5 .

From the output of this XGBoost-Classifier, we finally
get the list of 30 companies to be selected to be in our
daily portfolio. Over this list of 30 companies, we
apply the CAP- M model, which returns us with two
portfolios, one with the Maximum Sharpe Ratio and the
other with the minimum volatility portfolio allocation.
To generate these portfolios we take into account that
we have 100 units to invest and need to achieve best
risk-reward ratio, by taking into consideration the
risk-free return available in the market, here we have
considered the risk-free rate to be 5%.

Table 1: CAP-M portfolio generated

Maximum Sharpe Ratio Portfolio Allocation
Mean Annualized Retum 41.20%
Mean Annualized Volatility 20.93
Minimum Volartility Portfolio Allocation
Mean Amnualized Retum 24 66%
Mean Annualized Volatility 18.06

Table 1 shows the average Annualized return and the
volatility measure of the daily portfolios generated by
the CAP-M model, which has been annualized over
252 days. Volatility signify how rapidly our invested
portfolio tends to change in price.

CONCLUSION

The NIFTY-50 weighted index was able to achieve an
annualized return of -18% over the same timeframe,
during which our proposed model structure was
able to achieve a staggering return of 41.29%.
Many previous studies have been performed using
Machine Learning to predict the stock movement.
However, quite a few literature is available on
using Fundamental Analytics together with the
price-volume movement and technical indicators,
which our study tries to build. Our study primarily
focuses on:
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1) Fundamental Ratios: By scrutinizing fundamental
metrics, our model seeks to unearth the underlying
financial health and stability of the targeted stocks.
These ratios serve as vital indicators of a company’s
operational efficiency, profitability, and overall
financial viability.

2) Price-Volume Movement: The interplay between
price movements and trading volume is a
cornerstone of technical analysis. By meticulously
examining how changes in price are accompanied
by shifts in trading activity, our model aims to
discern patterns and trends that may signal potential
buying or selling opportunities.

3) Technical Indicators: Drawing from a rich toolkit
of technical analysis, our study employs a diverse
range of indicators. These indicators furnish
valuable insights into market momentum, trend
strength, and potential reversals, aiding in the
formulation of informed investment decisions.

4) Building an optimized portfolio: Recognizing that
a well-constructed portfolio is instrumental in
achieving sustainable returns, our study culminates
in the development of an optimization algorithm.
This algorithm takes into account risk preferences,
return objectives, and the information gleaned
from the aforementioned analyses to construct a
diversified portfolio that seeks to strike an optimal
balance between risk and return. Through this
multifaceted approach, our study endeavors to
not only provide a comprehensive understanding
of stock behavior but also offer a practical toolkit
for investors looking to navigate the intricate
landscape of financial markets. By integrating
fundamental insights, price- volume dynamics,
technical indicators, and portfolio optimization,
our model aims to empower investors with a
sophisticated framework for making well-informed
and potentially lucrative investment decisions.

FUTURE WORK

The proposed future work with respect to the proposed
architecture for building is optimized portfolio is
utilizing NLP-Sentiment analysis for individual stocks
and also trying to better identify correlations between
stocks based on the sectors, and incorporating Corporate
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Bonds in the portfolio, which provides the Portfolio
with a fixed and a variable annual return component.
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ABSTRACT

This paper presents an integrated solution for Indoor Air Quality (IAQ) monitoring and smart energy management
for Heating, Ventilation, and Air Conditioning (HVAC) systems using Internet of Things (IoT) technology. The
proposed system aims to enhance indoor air quality while optimizing energy consumption in buildings.

The IoT-based IAQ monitoring system consists of sensors deployed strategically throughout the indoor environment
to continuously measure various parameters such as temperature, humidity, carbon dioxide (CO2) levels, Smoke
level, Gas level. These sensors collect real-time data, which is transmitted wirelessly to a central hub for processing
and analysis.

Furthermore, the smart energy management system utilizes the data collected by the IAQ sensors, along with
additional inputs such as occupancy status and outdoor weather conditions, to dynamically adjust HVAC settings
for optimal comfort and energy efficiency. Machine learning algorithms are employed to predict indoor air quality
trends and optimize HVAC operation accordingly, considering factors like thermal comfort requirements and
energy costs.

The integration of IAQ monitoring with smart energy management enables proactive decision-making to maintain
a healthy indoor environment while minimizing energy consumption. By continuously monitoring IAQ parameters
and intelligently controlling HVAC systems, the proposed solution offers the potential for significant improvements
in occupant comfort, productivity.

KEYWORDS : IoT (Internet of Things), Indoor air quality (IAQ), Smart energy management, HVAC (Heating,
Ventilation, and Air Conditioning) System, Sensors, Real-time monitoring, Data analysis, Machine learning,
Energy efficiency, Thermal comfort, Occupancy detection, Environmental sensing, Building automation, Predictive
maintenance, Sustainable buildings.

INTRODUCTION

In recent years, there has been a growing awareness
of the importance of indoor air quality (IAQ) and its

monitoring, and smart energy management for HVAC
systems. By leveraging IoT sensors and data analytics,
buildings can be equipped with intelligent systems
capable of continuously monitoring IAQ parameters

impact on occupant health, comfort, and productivity.
Additionally, inefficient operation of Heating,
Ventilation, and Air Conditioning (HVAC) systems
contributes to unnecessary energy consumption and
increased environmental impact.

To address these challenges, there is a need for
innovative solutions that combine IoT technology, IAQ
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and optimizing HVAC operation in real-time.

This paper introduces an integrated solution for IAQ
monitoring and smart energy management for HVAC
systems based on IoT technology. The proposed
system aims to enhance IAQ while reducing energy
consumption by dynamically adjusting HVAC settings
based on real-time data and predictive analytics.
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The following sections will delve into the details of
the proposed solution, including the architecture,
components, functionality, and potential benefits.
Through this integration of [AQ monitoring and smart
energy management, buildings can achieve improved
occupant comfort, health, and energy efficiency,
contributing to sustainable and healthy indoor
environments.

LITERATURE SURVEY

Numerous studies have highlighted the significance of
integrating loT-based IAQ monitoring and smart energy
management for HVAC systems in buildings. Here, we
review some key findings from existing literature:

1. IoT-based IAQ Monitoring: Several researchers
have explored the use of IoT sensors for real-
time monitoring of IAQ parameters such as
temperature, humidity, CO, levels, Smoke, and
Gas. By deploying sensors strategically throughout
indoor spaces, continuous data collection enables
the detection of IAQ issues and trends, facilitating
timely interventions to improve indoor air quality.

2. Smart Energy Management for HVAC Systems:
Energy consumption in buildings, particularly
attributed to HVAC systems, has been a focal
point for research aiming to reduce energy usage
and operational costs. Smart energy management
strategies, including  predictive  analytics,
occupancy-based controls, and demand response,
have shown promise in optimizing HVAC operation
while maintaining comfort levels for occupants.

3. Integration of IAQ Monitoring with Energy
Management: Studies have emphasized the
benefits of integrating IAQ monitoring with energy
management systems to achieve synergistic effects.
By leveraging real-time IAQ data alongside energy
consumption patterns, HVAC systems can be
dynamically adjusted to optimize both indoor air
quality and energy efficiency.

4. Machine Learning and Predictive Analytics:
Machine learning techniques have been employed
to analyze IAQ and HVAC data, enabling predictive
insights and intelligent decision-making. These
algorithms can learn from historical data to forecast
IAQ trends, anticipate HVAC system performance,
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and optimize control strategies for energy savings
and comfort optimization.

5. Case Studies and Demonstrations: Several case
studies and demonstrations have showcased the
practical implementation and benefits of loT-based
IAQ monitoring and smart energy management in
real-world building environments. These studies
provide valuable insights into the performance,
scalability, and cost-effectiveness of integrated
solutions.

Overall, existing literature underscores the importance of
adopting integrated approaches that combine loT-based
IAQ monitoring with smart energy management for
HVAC systems. By leveraging advanced technologies
and data-driven insights, buildings can achieve
improved IAQ, energy efficiency, occupant comfort,
and sustainability goals. However, further research is
needed to explore optimization algorithms, scalability,
interoperability, and long-term performance monitoring
of integrated systems in diverse building contexts.

SYSTEM ARCHITECTURE

Figure 1: Proposed System Architecture

April 2024



IOT based Indoor Air Quality and Smart Energy Management

METHODOLOGY

The proposed system for loT-based Indoor Air Quality
(IAQ) monitoring and smart energy management for
HVAC systems consists of several interconnected
components working together to ensure optimal indoor
environmental conditions while minimizing energy
consumption. The system architecture can be outlined
as follows:

Sensors: [oT sensors are deployed throughout the indoor
environment to measure various [AQ parameters,
including temperature, humidity, carbon dioxide
(CO2) levels, Smoke level, Gas level. These sensors
continuously collect real-time data and transmit it
wirelessly to a central hub for processing and analysis.

Central Hub: The central hubserves as the core
processing unit of the system. It receives data from the
deployed sensors and aggregates it for further analysis.
The hub may consist of a microcontroller(ESP32) or a
small computing device equipped with communication
interfaces for receiving sensor data and connecting to
the local network or the cloud.

Data Processing and Analysis: Upon receiving data from
the sensors(smoke, CO2, gas sensors), the central hub
performs data processing and analysis tasks. Machine
learning algorithms may be employed to predict IAQ
trends and optimize HVAC operation based on historical
data and predefined comfort thresholds.

User Interface: The system may feature a user interface
accessible to building occupants, facility managers, or
maintenance personnel. This interface provides real-
time feedback on IAQ conditions, energy consumption,
and HVAC operation status. It may also allow users to
set preferences, view historical data, and receive alerts
or recommendations for improving IAQ and energy
efficiency.

Cloud Connectivity : the system may integrate cloud
connectivity for remote monitoring, management,
and data storage. Cloud-based services can provide
scalability, accessibility, and advanced analytics
capabilities, enabling centralized control and monitoring
of multiple buildings or facilities from a remote location.
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USES
Commercial Buildings

Office Spaces: Implementing IoT-based IAQ monitoring
and smart energy management in office buildings can
ensure a healthy and comfortable work environment for
employees while optimizing energy usage.

Hotels and Hospitality: IAQ monitoring combined with
smart energy management can enhance guest comfort
and satisfaction while reducing operational expenses in
hotels and hospitality establishments.

Educational Institutions

Schools and Universities: IAQ monitoring can help
ensure a healthy learning environment for students
and teachers by detecting and addressing indoor air
pollutants. Smart energy management can optimize
HVAC operation in classrooms, libraries, and other
facilities to conserve energy without compromising
comfort.

Manufacturing and Industrial Facilities

Factories and Warehouses: IAQ monitoring is essential
in industrial environments where airborne contaminants
and pollutants can affect worker health and safety.
Smart energy management for HVAC systems can
optimize ventilation rates and air filtration to maintain
IAQ standards while reducing energy costs.

CONCLUSION

The integration of loT-based Indoor Air Quality (IAQ)
monitoring and smart energy management for Heating,
Ventilation, and Air Conditioning (HVAC) systems
offers significant benefits for buildings across various
sectors. By leveraging advanced sensors, data analytics,
and control algorithms, buildings can achieve improved
indoor environmental quality, energy efficiency, and
occupant comfort.

Throughout this paper, we have outlined the key
components and functionalities of the proposed
system, including sensors for IAQ monitoring, central
processing units for data analysis, smart energy
management modules, HVAC control interfaces, and
user interfaces. By deploying such a system, buildings
can continuously monitor [AQ parameters, analyze
real-time data, and dynamically adjust HVAC settings
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to optimize energy consumption while maintaining REFERENCES

indoor comfort levels.

Furthermore, we have explored several use cases
across commercial, residential, educational, healthcare,
industrial, and public sectors, demonstrating the
versatility and applicability of the proposed solution
in diverse building environments. Whether in office
spaces, schools, hospitals, or transportation hubs, IoT-
based IAQ monitoring and smart energy management
can contribute to healthier indoor environments, reduced
energy costs, and enhanced occupant satisfaction.

Looking ahead, further research and development in
optimization algorithms, sensor technology, and cloud-
based analytics will continue to advance the capabilities
and scalability of integrated IAQ monitoring and energy
management systems. By embracing these technologies
and best practices, buildings can play a significant role
in promoting sustainability, health, and well-being for
occupants and communities.

In conclusion, the adoption of IoT-based IAQ
monitoring and smart energy management represents a
transformative opportunity for building owners, facility
managers, and occupants to create healthier, more
efficient, and more sustainable indoor environments for
the future.
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ABSTRACT

Air Handwriting is one of the growing technologies in day- by-day life. Air handwriting enables users to write in
air by using finger movements. The web camera detects the finger movements and converts them into readable
format. This will be the natural way of communication with computer systems. This will remove the need for
physical input devices like a keyboard, touchscreen, and digital pen. This paper aims to provide an effective
platform for both communication and practice. The existing system has some disadvantages that are overcome
in this system. The existing system requires multiple fingers for writing. But using multiple fingers for different
tasks like writing, changing color and erasing is a complicated thing to remember. A strong, robust, and efficient
algorithm is proposed that will extract all the airwriting trajectories or curves that are collected using a single
web camera. The algorithm avoids restrictions on the user’s writing without using a delimiter and an imaginary
box. The deep learning CNN algorithms are also used for converting handwritten text into user-readable text.
Additionally, Optimizing algorithms for efficiency can help ensure smooth and responsive performance.

KEYWORDS : Air writing, OpenCv, Artificial intelligence, Optical character recognition, Text-to-speech,

Handwritten text, Color tracking.

INTRODUCTION

Air Canvas application is an emerging technology
that enables us to enhance our writing speed and to
interact easily with the computer system. Air writing is
nothing but writing in mid-air with just our fingers. This
technology can be used in different areas like education
for learning and teaching purposes. Air writing
recognition is done using Deep Learning Technology.
Deep learning is a method in Artificial intelligence
that teaches computer systems to process information
like the Human Brain inspires. This method performs
better than other approaches like touch screen typing.
Air handwriting is an innovative technology that allows
users to write in the air and have their hand movements
recognized and interpreted by a computer system. This
innovative concept aims to provide a more natural
and intuitive form of human-computer interaction,
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eliminating the need for traditional input devices like
keyboards or touch screens.

However, there are challenges associated with air
hand- writing, such as variations in handwriting styles,
environ- mental factors, and the need for real-time
processing. To address these challenges, the system can
be trained with diverse handwriting samples to improve
accuracy and robustness. Additionally, optimizing
algorithms for efficiency can help ensure smooth and
responsive performance. It offers a natural and intuitive
way for users to interact with digital systems, unlocking
new levels of creativity, accessibility, and user interface
design.

Problem Statement

The problem at hand involves effectively combining
visual and textual elements. Our goal is to enable users
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to write text on a canvas using Python and OpenCV,
extract this text using OCR (Optical Character
Recognition), convert it into a PDF document, and
improve accessibility by converting the text into audible
content using text-to-speech synthesis.

Proposed System
Capture Hand Movement to Draw Characters

Use OpenCV to capture hand movement using the
camera. Implement a drawing mechanism where the
user can draw characters using hand gestures. Convert
the drawn characters into text.

*  Convert Drawn Text to Image: Use Pillow (PIL)
library to convert the drawn text to an image. Create
an image with the drawn text.

e Convert Drawn Text to PDF: Save the drawn text
as a PDF file using the reportlab library or other
suitable libraries. You can create a PDF document
and add the drawn text as content.

*  Text-to-Speech Conversion: Use the gTTS library
to convert the drawn text to speech. Save the
generated audio as an MP3 file.

*  Optional: Display Drawn Text and Images: Display
the drawn text, image, and the original video feed
using OpenCV. Provide a user interface to showcase
the results.

* Save Output Files: Save the drawn text image and
PDF to specific directories. Save the text-to-speech
audio file.

*  Cleanup: Optionally, delete temporary files or
folders created during the process.

* Run and Test: Run the Python script and test the
entire process

Result

Figure 1.
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This is what the user is able to see when the application
is running. User can change color by just moving his
fingers on that particular button. The text written by
user is converted into the plain text by using the paint
application.

The Air Canvas application user interface provides users
with an intuitive platform for creating digital art using
gestures in the air. users can use their fingers to write
letters or words in the air in front of the device’s camera.
The application uses motion-tracking technology to
capture these gestures.

Figure 2.
System architecture

The above figure shows the system architecture of our
project. The Air Canvas application is a deep learning-
based system designed for creating digital art or
drawings in the air using finger gestures captured by a
camera.

oot e | # mage Foonang |

Figure 3.
The system typically follows these steps:

1. Image Capturing or Gesture Recognition: The
application captures finger movements using
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a web camera. Deep learning models, such as
Convolutional Neural Networks (CNNs) analyze
these movements in real-time to recognize specific
gestures or finger positions.

2. Image processing The system identifies key features
from the captured hand movements. This could
involve extracting the trajectory, speed, orientation,
and shape of the hand gestures, allowing the system
to understand the intended drawing strokes.

3. Defining properties: Using the extracted features,
the system maps hand gestures to specific actions
on a virtual canvas. Deep learning algorithms
interpret gestures as drawing strokes, allowing
users to create lines, shapes, colors, and other
artistic elements by manipulating hand movements
in the air.

4. Output on the screen: As the user writes or draws in
the air, the system continuously updates the digital
canvas in real-time, displaying the artwork or
characters as it’s being written. This might involve
instant feedback to the user regarding stroke
thickness, color changes, or other visual aspects.

5. Convert canvas to text: The handwritten characters
written by user are continuously converted to plain
text by using Deep learning algorithms for Text
extractions.

6. Convert text to speech: The converted plain text is
then can be converted into Speech or voice by using
Text-to-Speech algorithm. This feature is useful to
the peoples with some physical disabilities.

7. Converted text-to pdf: Once the drawing is
complete, users can typically save their creations
in various formats or share them digitally .The
converted text is then can be save as pdf for future
use by using python libraries like fpdf.

LITERATURE REVIEW

Air writing Recognization Based
Convolutional Neural Network

on Deep

As per[1], In this system Hand movement is captured
using OpenCV][1] through camera input. Techniques
such as background subtraction and contour detection
are employed to track hand gestures. The user interacts
with the system by drawing characters in the air[1]In
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isolated writing, the letters are written in an imaginary
box with fixed height and width in the field of view of
an image, one at a time .In connected writing, multiple
letters are written from left to right, which is similar
to writing on a paper, which are then recognized and
converted into text. Hand gesture recognition serves as
a fundamental component of these systems, allowing
users to express themselves naturally without the need
for physical input devices. This work aims to develop a
simple yet effective system using a 1D or 2D network
that utilizes only the writing trajectory data instead of
images[1].

Effective Emotion Transplantation in an End-to-
End Text to-Speech System

As per [2] The task of generating natural speech from
the input text, i.e., text-to-speech (TTS)[2], is becoming
increasingly important, as it is a key module in building
human-computer interaction systems[2]. Text-to-
Speech Conversion,The gTTS library is utilized to
convert the drawn text into speech. This feature
enhances accessibility for users with visual impairments
and provides an alternative mode of interaction with
the system .Text-to-speech (TTS) [2] conversion is
a process where written text is turned into spoken
words. When the user draws text on the canvas, the
gTTS library takes that text and converts it into speech
that can be heard. This feature is important because
it makes our system more accessible for people with
visual impairments. Instead of only reading text on the
screen, they can hear it spoken aloud. It also provides an
alternative way for all users to interact with the system,
offering flexibility and convenience. In simple terms,
the gTTS library helps our project speak out the text that
users draw, making it easier for everyone to understand
and engage with the content, especially those who may
have difficulty reading text visually.

PHTI : Pashto Handwritten Text Image Base For a
deep Learning Applications

As per[3] In This system m they have created the most
comprehensive and the largest dataset so far in the
Pashto language[3] The drawn text is converted into an
image format using the Pillow (PIL) library. This allows
for further manipulation and visualization of the textual
content. With Pillow, we can change text into a picture
format. This is useful because it lets us do more things
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with the text, like editing or showing it on a screen.
Once the text becomes an image, we can manipulate
it further, adding effects or combining it with other
images. This step is important because it allows us to
work with the text in different ways, making it more
versatile and enhancing its visual appeal. Overall, using
Pillow to convert drawn text to an image opens up a
range of possibilities for creativity and customization
in our project. The drawn text can also be saved as a
PDF document using libraries such as report lab. This
facilitates document creation and sharing, enhancing
the versatility of the system.

Virtual Canvas for Interactive Learning using
OpenCV:

As per[4]. The purpose of this study is to discuss the
usage of computer vision in educational applications.
In recent years, air writing has become one of the
most challenging and exciting research areas in image
processing[4] and pattern recognition[4]The project
employs object tracking techniques to construct a
motion-to-text converter that might be used as software
in the field of education to allow students and teachers to
write in the air[4]. Displaying Drawn Text and Images:
For enhanced user experience, the system can display
the drawn text, images, and the original video feed
using OpenCV. This feature adds a visual component to
the interaction and facilitates real-time feedback.

Air-Writing Recognition using Deep Convolutional
and Recurrent Neural Network Architectures

As per[5] In this system explore deep learning
architectures applied to the air-writing recognition
problem where a person writes text freely in the
three dimensional space[5]. In This System focus on
handwritten digits, namely from 0 to 9[5], which are
structured as multidimensional time-series acquired
from a Leap Motion Controller (LMC) sensor. Virtual
Sketch using Open CV as per[6]

APPLICATION
Digital Art Creation

Artists and designers can use the application for creating
digital artworks by incorporating text into their visual
com- positions.
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Document Generation

The application serves as a tool for users to convert their
visual creations into readable PDF documents, suitable
for generating digital documents or presentations.

Educational Tool

The project’s educational value lies in its potential as
a learning tool for those interested in computer vision,
OCR, and multimedia integration

Human-Computer Interaction (HCI:-)

This technology focuses on motion-to-text converter.
Gesture based handwriting can improve the way people
interact with computers and digital wearable devices.
It can be used for text input, controlling applications,
and navigating user interfaces using natural hand
movements.

Virtual Reality (VR) and Augmented Reality (AR)

Air handwriting can be used in VR and AR for giving
inputand draw diagrams. This can be used for gaming to
control the movements of game play virtually.

Accessibility and Assistive Technology:-

Air handwriting can be profitable for individuals with
physical disabilities who may face difficulties using
traditional input devices like keyboards or touch
screens. It allows them to input text and interact with
devices using hand or finger gestures.

Healthcare-

In healthcare settings, air handwriting can be used
by doctors and surgeons to annotate medical images,
take notes, or navigate through digital patient records
in a hands-free manner, reducing the risk of being
contaminated.

OBJECTIVE

* To design a system that will enhance accessibility
for individuals with physical disabilities or
limitations.

* To implement Air canvas application using Deep
learning that will allow users to write in the air
using hand guesters.

*  To promote inclusivity and empower individuals to
interact with computers and digital devices without
the need of any physical input devices like touch-
screen or digital pen.
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*  Create an Interactive Drawing Platform.
*  Gesture-Based Text Manipulation.

*  Enhance Accessibility.

*  Document Generation
METHODOLOGY

Embarking on a journey through the realms of creativity
and technology, the project at hand seeks to fuse the
power of Python, OpenCYV, and various other libraries to
create an interactive and multi-dimensional application.
Our goal is to enable users to draw text on a canvas,
transmute their visual creations into machine readable
text, fashion that text into a PDF document, and then
bring the written word to life through text-to-speech
synthesis. The inception of this project is rooted in the
desire to provide a platform where users can seamlessly
combine the visual and textual, transcending traditional
boundaries between artistic expression and digital
functionality.

Leveraging the capabilities of OpenCV, a versatile
computer vision library, we aim to construct an intuitive
graphical user interface (GUI) that empowers users
to interactively draw text on a canvas. This canvas
serves as a dynamic space for creativity, allowing
users to experiment with fonts, colors, and textual
content, providing a visually engaging and interactive
experience. The canvas drawing phase, powered by
OpenCV’s robust drawing functions, sets the stage for a
myriad of possibilities. Users can choose from a palette
of fonts and colors, customizing their creations with
precision. Whether it’s artistic expressions, informative
diagrams, or handwritten notes, the canvas becomes
a blank slate for users to manifest their ideas. The
integration of OpenCV ensures real-time rendering and
dynamic updates, making the drawing process fluid
and responsive. Transitioning from visual expression to
machine understanding, the project delves into the realm
of Optical Character Recognition (OCR). The drawn
text on the canvas is subjected to OCR techniques,
primarily utilizing the Tesseract OCR engine.

This phase transforms the visual elements into
machine-readable text, bridging the gap between the
visual and the textual. The extracted text serves as the
foundation for subsequent transformations, unlocking
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the potential for further manipulation and utilization.
With the textual content extracted from the canvas,
the project seamlessly transitions to the creation of a
PDF document. Leveraging libraries like PyPDF2 or
ReportLab, the application aspires to generate a PDF
file that preserves the format

CONCLUSION

In conclusion, the Air Canvas application and its
integrated text-to-speech system represent a remarkable
fusion of creativity and accessibility in the realm of
digital art and communication.

The Air Canvas application provides users with a novel
platform for expressing their artistic vision through
intuitive gesture-based interactions. By harnessing
the power of motion tracking technology, users can
create stunning digital artwork simply by moving their
hands through the air. The application’s user-friendly
interface, diverse range of brushes and tools, and real-
time feedback mechanisms empower users of all skill
levels to unleash their creativity and produce captivating
compositions.
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ABSTRACT

Virtual assistants, cellphones, and wearable help coordinate and optimize daily activities worldwide. Smart
assistants prioritize browsing, scheduling, navigating, and other basic human needs. Few smart assistants care
about human health. In this re- search, we explore the potential of smart mirrors to detect health risks. Proposed
Smart Mirror model features an algorithm-driven smart mirror that functions as a smart assistant. The model
includes face recognition authentication, mood identification, and song playing based on mood. The Convolution
neural network studies the person’s mood and plays the songs over time. Further, the proposed model interactively
accepts the voice of the person to give the glimpse of the email inbox for the day and also proposed model can
present the daily schedules stored in the database whose details will be published in the upcoming edition of this

paper.

KEYWORDS : Smart mirror, Deep learning, Emotion detection, Convolution neural network.

INTRODUCTION

Within the dynamic realm of technology, the notion
ofthe “smart mirror” has surfaced as a compelling
amalgamation of the ordinary and the exceptional,
revolutionizing our perception of both ourselves
and the surrounding environment. In the current era
characterized by the increasing convergence of digital
and physical domains, the advent of smart mirrors has
emerged as anoteworthy technological advancement that
effectively combines the functionalities of conventional
mirrors with cutting-edge computing systems. This
scholarly article undertakes a thorough exploration of
smart mirror technology, aiming to clarify its origins,
development, practical uses, and significant impact on
the interaction between humans and computers.

The concept of a reflective surface that possesses
capabilities beyond mere self-reflection has captivated
innovators, scientists, and technology enthusiasts for
an extended period of time. Nevertheless, it was only
in recent times that advancements in many technology
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fields, such as screens, sensors, and software, came
together to materialize the concept of a smart mirror.
Fundamentally, a smart mirror is a mirror that has
been augmented with computational functionalities,
allowing it to exhibit data, react to human commands,
and offer an immersive platform for engagement. The
apparent simplicity of this concept has sparked a surge
of invention that is fundamentally transforming various
industries and altering the manner in which individuals
interact with technology in their everyday lives.

This research aims to provide a thorough and current
examination of smart mirror technology, offering a
detailed analysis of its evolution, current uses, and
potential future prospects. In this analysis, we shall
explore the historical origins of this technology,
examining its lineage from the realm of science fiction
and early experimental endeavors. In the following
discourse, we shall delineate the evolutionary path
of intelligent mirrors, meticulously recording the
technological advancements that have propelled us to

April 2024



An in-depth Review on Next Generation in Smart Mirror

the present pinnacle of development. The potential uses
of intelligent mirrors are both varied and captivating. In
addition to their traditional use as reflective surfaces,
smart mirrors have been increasingly adopted across
several industries such as fashion, healthcare, retail,
fitness, and smart homes. These apps provide the
potential to significantly transform our interactions
with routine activities, encompassing virtual clothing
trials and real-time monitoring of health data. Through
a comprehensive analysis of these particular use cases,
our objective is to demonstrate the profound capacity
of this technology to augment user experiences and
streamline intricate procedures.

The capacity of smart mirror technology to reinvent
human-computer interaction is a highly exciting
element. The conventional interfaces consisting of
displays and keyboards are progressively being replaced
by more intuitive and immersive modes of interaction.
Smart mirrors provide an exceptional platform for
investigating innovative methods of interaction,
encompassing gesture recognition, voice commands,
augmented reality overlays, and haptic feedback. By
comprehending the intricacies of this interface, one can
acquire significant knowledge regarding the prospective
developments in Human-Computer Interaction (HCI)
and the potential obstacles and prospects that await.
Furthermore, it is imperative to acknowledge the
socio-cultural ramifications associated with smart
mirror technology. As the integration of these mirrors
into our daily routines continues to expand, it gives
rise to conversations about privacy, data security, and
societal perspectives on self-image and the influence of
technology in creating them. The forthcoming critical
conversations will be integrated into our analysis, with
the aim of offering a comprehensive perspective on the
societal implications of smart mirrors.

The objective of this research is to provide a
comprehensive analysis of the various aspects of this
technology, including its historical background, current
uses, and its potential to revolutionize our interactions
with the digital realm. Given the continuous expansion
of the market and the increasing range of potential
applications, comprehending the intricacies of
smart mirror technology is not solely an intellectual
exercise, but a crucial undertaking for both scholars
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and professionals aiming to navigate the intricate and
promising realm of human-computer interaction.

This literature survey paper dedicates section II to
evaluating previous work in structuring a literature
survey, while section III provides conclusions and
outlines future research directions.

RELATED WORKS

Lakshmi N M et al.[1], proposed the smart mirror, which
has been constructed by a Single board minicomputer, is
connected to the network via Wi-Fi technology. Weather
data is acquired using the Application Programming
Interface (API) of the weather cloud. The suggested
methodology involves the activation of the system at a
predetermined time each morning. Upon activation, the
system will display the current date, time, and weather
information, accompanied by a welcoming message.
Additionally, the system will employ facial recognition
technology to identify and acknowledge the presence
of the user when they are positioned in front of the
camera. The mirror display provides registered users
with information regarding the time, date, and weather,
accompanied by a voice output. In this particular
system, the utilization of ESP Skainet is preferred over
ALEXA for the purpose of offline voice recognition.
The design of smart mirrors offers several advantages,
including ease of use, affordability, compactness, user-
friendliness, and suitability for residential settings.

The smart mirror prototype proposed by Ganesh H et al.
offers arange of features including the display of weather
information, data and time, calendar functionality,
camera- based image capturing, multimedia capabilities
such as music playback, voice control functionality,
and access to local news sourced from the internet
[2]. The Raspberry Pi 3 microcontroller is employed
as the hardware component responsible for managing
the sensors and the smart mirror. The interactive
system’s central component, responsible for processing
information, i1s referred to as the brain. It utilizes
Python scripts to operate the mirror software. The
Google Assistant Application Programming Interface
(API) serves as a personal assistant that facilitates
user interaction with the web. IFTTT is a cost-free
online service that enables users to utilize open-source
application programming interfaces (APIs) in order to
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personalize the functionality of Google Assistant. The
device bears a resemblance to a conventional mirror.
The device is equipped with a screen that has the ability
to interface through voice commands and smartphones.

S. A. Desai et al., presents an innovative paradigm
that incorporates individualized aspects for practical
application in daily life. A variety of fundamental
widgets, as well as certain distinctive attributes, have
been incorporated. Applications such as Spotify, Google
Events, Calendar, and Google Fitare designed to enhance
the personalization of the user’s experience. In contrast,
Time & Date functionality is region- specific, whereas
user greetings are universally applicable. In order to avail
oneself of these amenities, it is necessary for users to be
registered with the mirror in advance. The registration
procedure entails the submission of high-quality facial
photos for the purpose of Facial Recognition, as well as
the establishment of connections between Google and
Spotify accounts [3]. Upon the completion of the user’s
profile setup, the Interactive Smart Mirror will possess
the capability to identify the user’s facial features,
thereby enabling them to gain authorization and utilize
all the accessible features and modules. The mirror
does not provide the capability to modify the settings
and preferences of external applications. Songs have
the capability to be played through the Spotify mobile
application and subsequently streamed onto a mirror.
The present research demonstrates a high level of
accuracy, specifically 97.4 %, in the Facial recognition
module through the utilization of Convolutional Neural
Networks (CNN).

Dr. C.K. Gomathy et al., present smart mirrors have
the potential to enhance the user experience for clients
when it comes to accessing and engaging with data.
Not only do they facilitate the clear visibility of crucial
data to clients, but they can also serve as a basis for
identifying the whereabouts of delinquents. The
intelligent mirror enhances efficiency in data retrieval
and minimizes waiting periods. Social security has a
significant role in contemporary society [4]. By taking
this into consideration, the authors incorporated a
comprehensive framework for criminal identification
into their discerning cognitive processes. The user’s text
is incomplete and does not provide enough information
to be rewritten academically. The addition of intuitive
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touch screen functionality, Geo-area capabilities,
integration with Alexa, and potentially other features
are being considered.

Joshi et al. [5], discuss the potential benefits of smart
mirrors in enhancing user interaction and information
accessibility. In addition to facilitating convenient
access to relevant data for users, these systems can also
be integrated with other platforms to function as theft
detection systems.

Their smart mirror enhances efficiency and streamlines
information retrieval, resulting in time savings.

Merish S A et al. discuss the utilization of Wi-Fi
technology for establishing a connection between a
single- board minicomputer-based smart mirror and a
network. The monitoring display unit presents many
types of information, including date, time, and calendar
data, as well as weather information obtained from
the weather cloud’s API. The user has the ability to
communicate and engage with their mobile device using
a speech synthesis module, facilitated by an application
[6]. The smart mirror design has several advantages,
including its user-friendly interface, affordability,
compact dimensions, ease of use, and its suitability for
home applications.

Sahana et al. present the smart mirror provides
users with a very conducive ambient environment
for interacting with the internet. Users will derive
advantages from this in their daily routines [7].
The smart mirror can also be used with a range of
commercial and domestic appliances. The utilization of
facial recognition technology in the smart mirror might
function as a pivotal security mechanism. Individuals
have the ability to stay updated on current information
and effectively allocate their time through the utilization
of the newspaper feed feature. This smart mirror has
the potential to assist users in optimizing their activity
scheduling. The potential uses of the smart mirror
are limited by the existing technologies that can be
integrated to deliver the required features.

Biljana Cvetkoska et al., present their findings. The
user was positioned in front of the smart mirror by the
PAA with a focus on efficiency. The application of the
proposed image processing technique has facilitated
the diagnosis of health issues with enhanced accuracy
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and efficiency. In order to gain further insights about an
individual’s health status, it is possible to incorporate
a skin detection analysis [8]. The health status history
would enable us to accurately diagnose various
conditions and implement preventive healthcare actions
with a high level of precision.

According to Ayushman Johri et al., “By combining
computing and communication technologies, they were
able to create an interactive experience for the Smart
Mirror user.” They saved time by presenting crucial
daily information, but they also focused on additional
uses for the gadget, such as a traditional mirror or an
emergency trigger alarm system, to broaden its possible
applications [9]. This model is the only smart mirror-
based device on the market that can provide interactive
emergency triggering technology at a reasonable
price for customers from a variety of socio-economic
backgrounds. With the rate at which technology is
evolving, this device provides all of the capabilities a
user could possibly require as smart technology becomes
more prevalent in daily life. The product’s applications
are not restricted to the hospitality industry; it may
also be used in households for general information and
SOS communication, as well as hospitals for patients.
Thanks to the voice assistant feature, iPhone users can
now perform tasks such as web searches without using
their fingers. A touch display, on the other hand,may
boost user interaction with the product by introducing
more interactive widgets.

Seoungtak Kim et. al., describe a smart mirror
technology that allows the healthcare system to
compare the user’s actions to those in the guide video
in real time. The Guide Video, which was made by
evaluating the user’s joint angles, may show the
difference in their joint angles. This enables the user to
obtain immediate feedback in their own environment.
It culminates in a “Homecare” service that anyone can
use from the comfort of their own home. Customers
may readily follow the motions at home with this
approach without the need for professional experience,
allowing them to alter their activities accordingly [10].
It is expected to provide modern persons who struggle
with workloads and inactivity with convenience and
greater accessibility. The Motion Feedback System
approach allows you to print two images at the same
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time by superimposing one image on top of the other.
Nonetheless, this strategy creates a problem in which
the present image is somewhat obscured.

Shady Halaby et al., present a simple method to alleviate
the issues that people have when getting checked out.
As a result, anyone may swiftly and easily check their
health at home in less than a minute. Furthermore,
because the user can use this mirror on a frequent
basis, they have a better chance of avoiding the bulk
of flaws that their body may have [11]. As a result, this
smart medical mirror is a successful product that will
undoubtedly capture the target audience and achieve
this goal, given that the project’s goal was to minimize
the number of people who do not have regular medical
check-ups.

Kazutake Uehira et al., describes an Internet of Things
smart mirror that tracks emotions over time. Their
system is made up of four main components: posture
recognition, which assesses the user’s movement
speed and energy; voice emotion detection; facial
expression recognition; and a chat bot, which acts as
the user interface for welcomes and chats [12]. The
primary purpose of the gadget is to detect early signs
of depression in the elderly and give long-term therapy
to aid telemedicine and healthcare for older individuals
who live alone.

Dabiah A. Alboaneen et al. presented a demonstration
of several applications for smart mirrors. The primary
focus of the research revolved around the applications
of field-based smart mirrors. Sports, academics,
fashion, medicine, and various other disciplines are
encompassed under this range. The majority of these
research, accounting for 57.5% of the total, utilized
smart mirrors in the general sector. Conversely, the
sports and academic domains had the lowest percentage,
with only 5% of all research incorporating smart mirrors
in these areas. Smart mirrors have the potential to be
employed as a tool for remote learning [13]. In addition,
the mirror possesses the capacity to consolidate into a
singular stratum that harmonizes all tiers. In addition,
it is possible that the map itself may include integrated
navigation features.

CONCLUSION AND FUTURE SCOPE

Around the world, wearables, telephones, and virtual
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assistants aid in the coordination and optimization of
daily activities. Navigation, scheduling, browsing,
and other necessities of life are given top priority by
smart assistants. Health is not a concern for many
intelligent assistants. We investigate the possibility of
using smart mirrors to identify health hazards in this
research. An algorithm-driven smart mirror that serves
as a smart assistant is a feature of the suggested Smart
Mirror model. The model has mood identification,
face recognition authentication, and mood- based
music playing. The songs are gradually played by
the Convolution neural network as it learns about the
listener’s mood. Additionally, the suggested model can
display daily schedules that are recorded in the database
and interactively accepts a person’s voice to provide a
preview of their email inbox for the day.

This idea can be enhanced to work as an interactive
mobile application and it can also be integrated as the
augmented reality tool.
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ABSTRACT

In agricultural settings, crops are frequently subjected to damage by various local wild lives such as buffaloes,
cows, goats, and birds, resulting in considerable financial setbacks for farmers. Erecting barriers around entire
fields or maintaining continuous surveillance is impractical for farmers due to resource constraints and the need for
round-the-clock vigilance. Hence, we propose the implementation of an automated crop protection system against
wildlife intrusions, leveraging a microcontroller from the PIC family. This innovative system integrates a motion
sensor designed to detect approaching wild animals.”

“As these situations arise, the sensor promptly alerts the microcontroller, triggering a swift response. Subsequently,
the microcontroller initiates a deterrent mechanism designed to discourage animals from encroaching on the
cultivated area, thereby safeguarding the crops and minimizing potential losses for the farmer.

KEYWORDS : Arduino, Wi- Fi modules, Load cells, Database infrastructure.

INTRODUCTION

In agricultural settings, crops are frequently
subjected to damage by various local wild lives
such as buffaloes, cows, goats, and birds, resulting in
considerable financial setbacks for farmers. Erecting
barriers around entire fields or maintaining continuous
surveillance is impractical for farmers due to resource
constraints and the need for round-the-clock vigilance.
Hence, we propose the implementation of an automated
crop protection system against wildlife intrusions,
leveraging a microcontroller from the PIC family. This
innovative system integrates a motion sensor designed
to detect approaching wild animals.”
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“As these situations arise, the sensor promptly alerts
the microcontroller, triggering a swift response.
Subsequently, the microcontroller initiates a deterrent
mechanism designed to discourage animals from
encroaching on the cultivated area, thereby safeguarding
the crops and minimizing potential losses for the farmer.
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PROBLEM STATEMENT

Proposal focuses on utilizing PIC microcontrollers,
motion sensors, and GSM technology to monitor
agricultural fields. The system’s operation involves
motion detection triggering actions such as activating
a buzzer, sending SMS alerts, and placing calls to the
owner. The PIC microcontroller coordinates inputs from
the GSM module and motion sensor, ensuring prompt
responses to potential threats like animal intrusion and
smoke detection. Additionally, relevant information is
displayed on an LCD screen to provide farmers with
comprehensive and immediate feedback.

COMPONENTS USED IN PROJECT
* PIC Micro controller

* Buzzer

* GSM Module

* LCD Display

* Crystal Oscillator

* Resistors

* Capacitors

* Transistors

* Cables and Connectors

* Diodes

* PCB and Breadboards

* LED

* Transformer/Adapter

* Push Buttons

* Switch

«IC

* IC Sockets

SOFTWARE SPECIFICATIONS
M PLAB

MC Programming Language: C
PIR SENSOR

PIR Sensor In a PIR-based motion detector (usually
called a PID, for Passive Infrared Detector), the PIR

www.isteonline.in  Vol. 47

Special Issue No. 1

Kawale, et al

sensor is typically mounted on a printed circuit board
containing the necessary electronics required to
interpret the signals from the pyro-electric sensor chip.
The complete assembly is contained within a housing
mounted in a location where the sensor can view the
area to be monitored. Infrared energy is able to reach
the pyroelectric sensor through the window because
the plastic used is transparent to infrared radiation (but
only translucent to visible light). PIR Sensor Working
Principle The passive infrared sensor does not radiate
energy to space. It receives the infrared radiation from
the human body to make an alarm. Any object with
temperature is constantly radiating infrared rays to the
outside world. The surface temperature of the human
body is between 36° C - 27 ° C and most of its radiant
energy concentrated in the wavelength range of 8 um-12
um. What is the Range of PIR Sensor? Indoor passive
infrared: Detection distances range from 25 cm to 20 m.
Indoor curtain type: The detection distance ranges from
25 c¢m to 20 m. Outdoor passive infrared: The detection
distance ranges from 10 meters to 150 meters. Outdoor
passive infrared curtain detector: distance from 10
meters to 150 meters.

TRANSISTOR

The flow of electrons onto the plates is known as the
capacitors Charging Current which continues to flow
until the voltage across both plates (and hence the
capacitor) is equal to the applied voltage Vc. At this
point the capacitor is said to be “fully charged” with
electrons. A transistor can act as a switch or gate for
electronic signals. In practice this means we use
transistors as electronic switches that turn electronic
circuits on or off. This is a basic function that we use in
digital logic circuits, such as those found in computers,
where we use transistors to represent the ones and zeros
of binary code. We can also use transistors to control the
power supply to different electronic components. The
transistor acts as a switch to turn on and off the current
flow. In addition, we can use transistors to adjust the
voltage level, which allows for the efficient use of power
in electronic devices. One of the most important uses
of transistors is as an amplifier. We can use transistors
to amplify weak signals, such as the output from a
microphone, to levels that can drive a loudspeaker.
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PIN OUT
Features of PIC16F877A

The PIC16F877A CMOS FLASH-based 8-bit micro
controller is upward compatible with the PIC16C5x,
PIC12Cxxx, and PIC16C7x devices. It features 200
NS instruction execution, 256 bytes of EEPROM data
memory, self-programming, an ICD, 2 Compactors, 8
channels of 10-bit Analog-to-Digital (A/D) converter,
2 capture/compare/PWM functions, an asynchronous
serial port that can be configured as either 3-wire
SPI or 2-wire 12C bus, a USART, and a Parallel
Slave Port. High-Performance RISC CPU Lead-free;
RoHS-compliant Operating speed: 20 MHz, 200 ns
instruction cycle Operating voltage: 4.0-5.5V Industrial
temperature range (-40° to +85°C) 15 Interrupt Sources
35 single-word instructions All single-cycle instructions
except for program branches (two-cycle)
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PIC MICRO CONTROLLER

The PIC micro controller, short for Peripheral
Interface Controller, is a family of micro controllers
developed by Microchip Technology. PIC micro
controllers are widely used in embedded systems,
and they come in various flavors with different
features and capabilities. Key features of PIC micro
controllers include: RISC Architecture: - PIC micro
controllers typically use a Reduced Instruction Set
Computing (RISC) architecture, which simplifies the
instruction set for faster and more efficient operation.
Flash Memory: - They often have Flash memory for
program storage, allowing for reprogramming and
flexibility in application development. Peripheral
Integration: - PIC micro controllers are known for their
integrated peripherals like timers, UART, SPI, 12C,
Analog-to-digital converters, and more, providing a
range of functionalities in a single chip. Low Power
Consumption: - Many PIC micro controllers are
designed with low power consumption, making them
suitable for battery-powered and energy-efficient
applications. Wide Range of Applications: - PIC micro
controllers find applications in various fields, including
industrial automation, automotive systems, consumer
electronics, medical devices, and more. 6Development
Tools: - Microchip provides a comprehensive set of
development tools, including compilers, debuggers,
and programmers, facilitating the coding and testing
process. Variety of Models: - PIC micro controllers
come in different series and models, catering to specific
requirements and performance levels. Understanding
the basics of PIC micro controllers is essential for
engineers and developers working on embedded
systems and electronic projects. They offer a robust
platform for creating efficient and compact control
solutions in diverse applications.

POWER SUPPLY CIRCUIT

Each of the blocks is described in more detail below:
Transformer - steps down high voltage AC mains to low
voltage AC. Rectifier - converts AC to DC, but the DC
output is varying. Smoothing - smoothest the DC from
varying greatly to a small ripple. Regulator - eliminates
ripple by setting DC output to a fixed voltage. Bridge
rectifier: A bridge rectifier can be made using four
individual diodes, but it is also available in special
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packages containing the four diodes required. It is called
a Full-wave Rectifier because it uses the entire AC wave
(both positive and negative sections). 1.4V is used up in
the bridge rectifier because each diode uses 0.7V when
conducting and there are always two diodes conducting,
as shown in the diagram below. Bridge rectifiers are
rated by the maximum current they can pass and the
maximum reverse voltage they can withstand (this must
be at least three times the supply RMS voltage so the
rectifier can withstand the peak voltages

ADVANTAGES

The advantages of the proposed system can be
summarized as follow:

* Highly-flexible

* Fit and Forget System

*  No need of human effort
* High security is provided
FUTURE SCOPE

In the future, there will be very large scope; this
project can be made based on wireless networks.
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Wireless sensor network and sensors of different types
are used to collect the information of crop conditions
and environmental changes and these in- formation is
transmitted through network to the farmer that initiates
corrective actions. Farmers are connected and aware of
the conditions of the agricultural field at anytime and
anywhere in the world.
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ABSTRACT

The detection and classification of plant leaf diseases is the subject of this extensive review work, which synthesizes
findings from several research sources using methods including image processing, deep learning, and machine
learning. The analysis encompasses many studies dedicated to identifying and categorizing plant diseases,
specifically focusing on methodologies involving ML algorithms, DL networks, and advanced image-processing
techniques. Emphasis is placed on the critical role of these technologies in preserving crop productivity through
early disease detection in agriculture. The review thoroughly examines various papers incorporating state- of-the-
art approaches, including SVM, BPNN, Convolutional Neural Networks (CNNs), and other innovative models.
Additionally, detailed investigations are presented into the features extracted during the process, including color

features, shape features, texture features, and more.

KEYWORDS : Leaf disease, CNN, SVM, BPNN, ML.

INTRODUCTION

In Indian agriculture, an ongoing effort, the goal of
sustainable intensification is to raise agricultural
productivity per acre while protecting the fragile
balance of the ecosystem and natural resources. Modern
farming methods, made possible by technology, enhance
productivity. A critical aspect of this effort involves the
early and accurate analysis, a pivotal factor in mitigating
their impact [1]. Addressing the challenges posed by
plant diseases, particularly in remote areas with limited
access to plant disease experts, requires innovative
solutions. There is a need for automated, accessible,
affordable, and trustworthy methods that can detect
plant diseases without requiring expert judgment and
laboratory examination. Agriculture is vital in India,

Vol. 47

www.isteonline.in

Special Issue No. 1

supporting approximately 58% of rural income [2].
Tomatoes, a popular food crop, play a crucial role, and
recognizing and categorizing diseases in tomato plants
is essential to prevent significant losses in quantity and
yield.

Advanced technology, such as image processing,
addresses these challenges through various approaches
and algorithms. When a tomato plant contracts a
disease, manifestations first appear on the plant’s
leaves. Agricultural biodiversity, essential for providing
food and raw materials, faces continuous threats from
pathogenic organisms, soil conditions, temperature
fluctuations, and changes in moisture levels [3]. These
factors contribute to plant diseases that impact crop
growth and the livelihoods of those dependent on
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these crops. Unfortunately, many farmers still rely on
manual methods for disease identification, hindering
productivity and overall agricultural sustainability.
The agriculture sector is turning to cutting-edge
technologies. These advancements leverage plant leaf
images to detect diseases early. Image processing,
involving stages and classification, has a crucial function
in enhancing the quality of these images and extracting
valuable information for accurate disease detection.

Research in this domain has yielded promising results,
with a remarkable 97% classification accuracy in
disease detection, surpassing other periodicals [4]. With
the idea of a loss function, machine learning is a more
helpful tool than conventional image processing. Guided
by the loss function ML models through predictions,
enabling more accurate outcomes without explicit
guidance. The adaptability of ML finds application not
only in agriculture but also in various fields and traffic
prediction (Google Maps).

The versatility of ML approaches opens avenues for
developing new algorithms. Deep learning networks,
with their ability to learn intricate patterns in data,
surpass ML in flexibility. Integrating feature extraction
and classification through multiple processing layers
enhances DL’s capabilities, especially in handling
unstructured data. Various DL approaches, Including
convolutional neural networks (CNNs) and recurrent
neural networks (RNNs), have become critical
agricultural instruments for identifying illnesses in
plant leaves. This project aims to delve into the intricate
world of plant leaf disease classification, leveraging
the power of advanced technologies to revolutionize
disease detection in Indian agriculture, promoting
sustainability, and ensuring food security.

LITERATURE SURVEYS
Review of Plant Disease Detection

A comprehensive analysis of the findings explores
plant identification and the diagnosis of crop diseases.
The objective is to evaluate the efficiency of current
models in identifying illnesses in various crops. This
study adopts a holistic approach to survey scientific
activities related to plant disease detection. The
analysis and comparison of multiple deep learning and
machine learning strategies are undertaken to address
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the challenge of disease detection in crops. The article
provides an overview of diverse plant leaf diseases,
methodologies for disease detection, and dataset metrics
used to evaluate the efficiency of current detection
frameworks and implementation environments. This
introduction also discusses current limitations in plant
leaf detection and outlines potential avenues for future
research.[5]
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Fig. 1. Sample images of different plant diseases

The architectural field heavily relies on measures for
preventing and controlling plant diseases. Early and
accurate diagnosis plays a crucial role in disease control
and proves beneficial, eliminating the need for manual
inspection of each farm plant. Recognition of the
condition involves a combination of image processing
and machine learning methods. This research explores
existing technologies, providing an in-depth analysis of
the strengths and weaknesses of each detection method.
The current system is scrutinized, and an innovative
method is proposed in light of the results.

The suggested design extracts plant leaves’ images’
color, texture, and intensity properties using a Gabor
filter and a watershed segmentation technique. These
extracted features are then compared to medical imaging
training data. A disease-related labeling classification
method is employed, and the test image is analyzed [6].

This study investigates the application of machine
learning, deep learning, and image processing in
identifying diseased plants across various agricultural
species. A literature review of seventy-five publications
highlights the need for assistance in processing
unstructured visual data. It emphasizes the requirement
for high-level engineering to achieve accurate
identification in current models. The study advocates
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diverse methods for plant disease identification,
including using drones and mobile apps for early-
stage detection in expansive fields and the prospect of
investigating multiple leaves in a single frame in future
research [7].

Machine Learning Approach

Plants play a crucial role by providing sustenance and
oxygen for human life. The occurrence of plant diseases
during the period between planting and harvesting can
lead to significant losses in crop yield and market value.
However, such detection processes typically involve
considerable human resources, additional processing
time, and a comprehensive understanding of plant
diseases. Machine learning emerges as a valuable
tool for leaf disease detection in plants, leveraging
its ability to analyze data from various perspectives
and categorize it into predefined groups. This method
involves evaluating the morphological characteristics
of plant leaves, encompassing aspects such as color,
intensity, and size. The present study comprehensively
examines various plant diseases and surveys the diverse
machine- learning classification approaches developed
for detecting these diseases in plant leaves [8].

Detecting leaf diseases early is crucial for crop
productivity, and a promising solution is offered
through computer vision-based classification. While
deep learning is a popular approach, it demands
extensive datasets and time. This paper proposes a faster
method utilizing Gist and LBP features for leaf disease
classification. Gist captures global features, while LBP
effectively handles local features. The combination
yields significant results in classifying various plant
diseases across different plants. The images undergo
pre- processing, and the concatenated feature matrix is
input into various machine-learning models, with SVM
proving the most effective for plant leaf classification

[9].

This work examines various methods for classifying
plant leaf diseases and identifies that most studies have
relied on Support Vector Machine (SVM) algorithms,
even though these models could perform better when
the training data is noisy and the target class overlaps.
To address these issues, a multifaceted machine learning
approach was proposed: “Deep learning,” the model is
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taught to classify information instantly based on visual
cues; “Fine-tuning” techniques applied to various
neural network architectures; and finally, “comparative
evaluation,” to determine which neural networks
perform best at providing a classification [10].

This investigation of disease employs a sequential four-
part process. The four steps involved are pre-processing,
leaf segmentation, feature extraction, and classification.
Image segmentation identifies and differentiates
healthy leaf tissue from damaged tissue as part of pre-
processing. The k-nearest neighbors (KNN) method, a
supervised, guided method for resolving classification
and regression problems, is an advanced machine
learning algorithm. Treatment is advised throughout
the final stages of the disease. The diseases primarily
harm plants that are still alive. This research aims to
demonstrate the application of image processing to
develop a system for identifying leaf diseases in tomato
plants. It employs color, bound, and texture to detect
crop problems and quickly return accurate results to the
farmer [11].

Increasing agricultural productivity sustainably requires
fast and accurate detection of illness in crop leaves.
This study reviews recent crop leaf disease prediction
literature using IP, ML, and DL methods. Significant
improvements were made in predicting crop leaf diseases
using these methods. This article comprehensively
reviews the published literature on the topic, discussing
datasets, numbers of images and classes used, methods,
models of convolutional neural networks (CNNs), and
the general results that can be achieved by employing
different methods. Suggestions for the most effective
algorithms in everyday use are made, covering mobile/
embedded, robotic, and unmanned aerial vehicle
settings (UAV) and the performance measurements
employed to improve [12].

Plants’ nutritional, medicinal, and other Dbenefits
to humans are widely recognized, making them
indispensable. Consequently, boosting agricultural
output is crucial. The widespread occurrence of
bacterial, fungal, and viral diseases significantly
contributes to lower agricultural productivity.
Diagnostic methods must first be applied to prevent
and treat plant diseases. To this end, many different
ML and DL approaches were developed and evaluated
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by scientists. This study compiles the many studies on
plant disease identification using ML and DL-based
techniques into a unified whole. The transition from ML
to DL techniques in plant disease recognition research is
presented in this overview. Additionally, a large number
of plant disecase databases are carefully investigated.
The current systems’ problems and challenges are also
addressed [13].

Data extraction and disease classification from plant
pictures using an auto-color correlogram filter is the
primary subject of this paper. The model’s emphasis on
picture pre- processing and the extraction of information
aids the classification task. By exploiting the hidden
layers between inputs and outputs, DL makes learning
even the most complex patterns relatively easy. Other
machine learning techniques struggle to accurately
portray the mediator representations of the data; hence,
this is a must. Since DL includes more parameters
for estimation, it requires more data for training than
other learning methods. Improved performance and the
ability to identify complex patterns across plant datasets
are outcomes of the suggested methodology [14].

Deep Learning Approach

With the global population on the rise, there is a
pressing need to expand the food supply proportionally
while safeguarding crops against various lethal
illnesses. Historically, the diagnosis of plant diseases
relied on the visual acumen and experience of farmers
and plant pathologists. The conventional procedures,
being labor- intensive, time-consuming, and often
imprecise in diagnosis, result in significant financial
losses in the agricultural industry. Subsequent research
explored machine learning techniques for identifying
plant diseases; however, there needed to be more room
for improvement in results and speed for widespread
adoption. Recently, convolutional neural networks
(CNNs) have emerged as a breakthrough in computer
vision, demonstrating automatic feature extraction
and the ability to produce effective outcomes quickly
with limited datasets. This study reviews various
methodologies and state-of-the-art algorithms aiming for
accurate and timely disease detection and classification
analysis, a significant obstacle in diagnosing plant leaf
diseases [15].
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Identifying plant illnesses early on is critical as they
hinder the development of affected plants. Plant Disease
Identification and Classification, utilizing Machine
Learning (ML) models, is growing with promising
prospects, mainly due to recent advancements in Deep
Learning (DL). Various visualization techniques and
custom-built DL architectures are implemented to
identify and categorize plant diseases. The effectiveness
of these designs and methods is assessed through various
metrics. This article reviews how different DL models
can be employed to depict plant diseases and identifies
research gaps for achieving clarity in detecting plant
diseases before symptoms become apparent [16].

For disease identification, a convolutional neural
network model is suggested by this study. Using deep
learning, the CNN model identified potato leaf illnesses
with a 97.66% success rate. The inquiry used 5,932
images depicting rice and 1,500 images illustrating
healthy and diseased potato leaves. The deep learning
CNN model exhibited superior accuracy compared to
prior state-of-the-art models, surpassing SVM, KNN,
Decision Tree, and Random Forest approaches. This
was assessed through diverse performance metrics,
including accuracy, precision, F1 score, recall, and
more. [17].

Given the crucial role of the agricultural sector in our
daily lives, it is imperative to establish procedures for
identifying leaf diseases in agricultural plants. Plant leaf
diseases are a primary cause of crop failure, and their
early detection is increasingly crucial. To aid farmers
in comprehending plant diseases. The study employs
image pre-processing and data augmentation strategies
to enhance image quality for subsequent processing.
YOLOV3 categorizes leaf diseases in pepper, bell
pepper, potato, and tomato plants. The study suggests
two separate classifiers: a pre-processor using a median
filter and data augmentation trained with YOLOv3 and
an extractor using a Resnet50-based network. This two-
stage categorization process achieved a 94.1% success
rate in detecting the most prevalent disorders [18].

The agricultural sector, crucial for the global food
supply, relies on early detection. This paper reviews
recent research, emphasizing the importance of large,
varied datasets, data augmentation, transfer learning,
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and CNN activation map visualization for accurate
disease recognition. Challenges include the need for
more robust models adaptable to diverse datasets and
establishing real-world plant disease datasets.

The paper surveys various disease classification
techniques and introduces an image segmentation
algorithm for automatically detecting and classifying
plant leaf diseases. Tested on species like Jute, Grape,
Paddy, and Okra, the algorithms show efficiency
and early-stage disease identification with minimal
computational efforts. [19].

This study systematically examines various classification
methods developed for agricultural disease detection.
Crop quality and quantity in agriculture are at risk
if plant diseases are not detected early. The review
explores traditional machine learning methods and
delves into the latest deep learning-based approaches.
Each paper details the agricultural diseases targeted,
the models employed, the data sources utilized, and
their overall performance based on performance
metrics. Compared to other disease diagnosis methods,
the review identifies that Deep Learning achieves
the highest accuracy and highlights the key elements
influencing the effectiveness of deep learning-based
products. The study aims to catalog all such methods
to expedite the plant disease diagnostic process while
maintaining high accuracy [20].

Plant leaf diseases present classification challenges
in agriculture, impacting the sector’s ability to ensure
food safety. While convolutional neural networks
are effective, they often require extensive training
data and parameter tuning. This research introduces a
specialized deep-transfer learning model to provide an
efficient framework for classifying various leaf diseases
in plants and fruits. Model engineering enhances
feature discrimination and processing speed, employing
SVM RBF kernel parameters. The study analyses
six image collections of leaves from Plant Village
and UCI datasets, demonstrating the model’s robust
classification potential with over 90,000 categorized
images. The findings suggest practical applications for
future advancements in agriculture for diagnosing leaf
diseases [21].
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Ensuring organic crop security is challenging, requiring
in-depth knowledge of cultivated plants and the pests,
diseases, and weeds that affect them. By utilizing deep
learning models trained on particular convolutional
neural network designs, this approach can discern plant
illnesses and contrasting images of damaged and healthy
leaves. The study utilizes images from various cameras
and sources, demonstrating that detectors based on
deep learning outperform other methods in accurately
identifying disease categories across plant species. This
approach stimulates new lines of inquiry in agriculture,
particularly in organic systems where healthy plants can
fend off pests and diseases more effectively [22].

Even though crop diseases substantially threaten
worldwide food security, precise and prompt
identification continues to be a formidable task in
numerous regions. Smartphone-assisted disease
diagnosis has become feasible due to recent advances
in computer vision enabled by deep learning and the
widespread availability of smartphones. Fourteen
crops and 26 diseases were recognized using a secret
test dataset using a deep convolutional neural network
trained on 54,306 photos of damaged and healthy plant
leaves with 99.35% accuracy. Smartphone-assisted,
worldwide crop disease detection is a step closer,
thanks to deep learning models trained on an increasing
number of publicly available image datasets [23].

A country’s economic success relies heavily on its
agricultural sector. However, plant diseases pose a
significant danger to the quality and productivity of
agriculture. The timely identification of plant diseases
is of paramount importance for the well-being and
development of the world. Manual agricultural
disease inspection is challenging due to inaccuracies
and resource constraints. This study introduces the
DeepPlantNet system for automatically diagnosing and
classifying plant pathologies. The suggested framework
outperforms previously used methods with an average
accuracy of 97.89% for eight-class classification
schemes and 99.62% for three-class classification
schemes. Experiment results on plant disease
datasets demonstrate the efficacy and dependability
of the proposed framework for disease detection and

classification [24].
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Fig. 2. Plant Disease with different plants
Image Processing Approach

This research provides a complete literature review
on plant leaf disease detection. Traditional methods,
such as manual visual quality inspection, need more
objectivity and consistency. Furthermore, these methods
are associated with disproportionate processing
durations and require a high level of competence in
phytopathology. Consequently, the adoption ailment
diagnosis has become prevalent.

The study comprises three main sections. The first
part involves a thorough algorithm-based assessment,
comparing significant algorithms and works developed
using image processing and Al-based techniques. The
subsequent section contrasts various frameworks found
in the literature with a subsequent discussion on the
reliability of the results. Based on the completed review,
a comprehensive. The results of disease identification
and classification are explained. The paper discusses the
results and challenges of employing image processing
for plant leaf detection [25].

This overview presents these advancements and
emphasizes that improving the recognition rate can be
achieved by utilizing larger datasets for model training
and validation. Addressing the issue of plant leaf disease
necessitates the continual development and application
of novel and enhanced deep-learning algorithms,
ensuring greater diagnostic accuracy in categorizing
agricultural plant illnesses.

Numerous systems have been developed and employed
for categorizing illnesses affecting plant leaves.
Neural networks, such as CNN, stand out due to their
adaptability and feature extractor properties, making
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them ideal for classifying plant diseases. In contrast
to earlier models like Naive Bayes, K- Nearest
Neighbor, SVM, RFC, etc., CNN can learn additional
image characteristics, offering superior output. Given
CNN’s superiority in learning and extracting features
from images, it emerges as the best option for studies
including image processing, ML, and DL [26].

Fig. 3. Image-based Plant Disease

In addition to negatively impacting crop yields, plant
diseases impose considerable financial burdens on
businesses and governments. Contemporary large-scale
agricultural monitoring emphasizes the identification
of signs indicative of plant diseases. The evolving
landscape of disease control strategies poses substantial
challenges for farmers. Traditional identification
methods have traditionally relied on visual assessments
by experts. This study underscores the significance
of a direct approach for detecting plant leaf diseases,
aiming to enhance agricultural practices significantly.
Enhanced disease management is achievable through
early information on crop health and timely detection,
leading to increased harvest yields. This approach’s
merits and drawbacks are thoroughly examined in this
paper, encompassing image capture image processing.
[27].

CNN Technique

Economic health is directly linked to agricultural output
susceptible to diseases impacting yield and quality.
Automatic systems for detecting plant changes offer
farmers the advantage of noticing and responding to
unusual signs in plant growth. This research presents an
automatic detection method and categorization of plant
leaf diseases, employing image processing and feature
extraction algorithms to define cropped plant images.
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An enhanced CNN model, developed and applied to
a dataset of approximately 20,600 images, improves
prediction accuracy and the ability to distinguish
between false positives and true positives through
optimization. The suggested method demonstrates
an increased prediction accuracy of 93.18% for three
species with twelve diseases [28].

This research provides insights into plant disease
detection utilizing various algorithms, proposing a
CNN-based technique. Simulation research using
sample photos assesses time complexity and infected
region size, employing image processing. Training the
model with 15 examples, including twelve diseases
affecting plant leaves, results in a test accuracy of
94.80% [29].

Swift detection and recognition of crop diseases are
crucial for maximizing food production and minimizing
losses. Deep learning algorithms, particularly CNNs,
have proven effective for accurate plant disease
identification. This paper conducts a literature analysis
on the application of CNNs to plant disease diagnosis,
outlining current trends and identifying knowledge gaps.
A systematic review of 121 papers published over the
past decade sheds light on cutting-edge developments
and highlights areas requiring further exploration [30].

Neural networks simulate human learning, marking the
initial step towards artificial intelligence. This study
discusses the history and current use of neural network
models, emphasizing identifying and classifying plant
diseases based on visual cues. ANN and CNN emerged
as popular network models. Automatic plant disease
detection can eliminate the need for high-priced domain
specialists, benefiting farmers by increasing food yields
and boosting GDP [31].

Advancements in technology, including drones, IoT
devices, faster computing speeds, data analysis, and
machine learning, address the identification problem
swiftly. While numerous techniques exist for identifying
and categorizing plant diseases, commercially available
technology for efficient and effective illness diagnosis
still needs to be improved. The proposed machine
learning model, applicable on a large scale through 0T
devices, mobile phones, drones, and cameras, achieves
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a 94.6% accuracy rate in identifying sick plants when
trained on the plant village dataset. The paper concludes
with an in-depth study of the model and its final results
[32].

A diverse dataset was collected in the analyzed research
during the feature extraction process. This encompassed
details related to color, shape, and texture alongside
energy, variance, mean, geometry, and standard
deviation metrics. Figure 4 illustrates the frequency of
utilization of various extracted features in the analyzed
studies [7].

T Correlatwn
3% arrelatwr

Fig. 4. Utilize various extracted features in % (% in
descending order).

Fig. 5 illustrates the diverse methods employed in
categorizing plant diseases across the reviewed papers.
Noteworthy techniques encompass SVM, BPNN,
multi-class SVM, SqueezeNet, AlexNet, ANN, VGG-
19, ResNet, DenseNet, and various other networks.
Specifically, five studies employed SVM, and eight
utilized convolutional neural networks for plant disease
identification, as depicted in the figure. Additionally, the
VGG16 model, DenseNet, and GoogleNet were featured
in two investigations, while DCNN and AlexNet were
employed in three. Notably, the diagnostic methods
such as backpropagation, multi-class SVM, feed-
forward BPNN, two SVMs, SqueezeNet, CNN with
GAP, CNN based on LVQ, NasNet, DM optimizer,
autoencoders, VGG, ResNet, inception-v3, and optimal
mobile network- based CNN were each applied only

once among the scrutinized studies [7].
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Fig. 6. Species for which diagnosis was performed

In Figure 6, thirteen studies focused on classifying
tomato diseases, while seven addressed disease
classification in apples and grapes. Cucumber, orange,
peach, pepper, potato, and soybean diseases each
garnered four reviews. In contrast, guava and sugar beet
diseases received two reviews each. Multiple studies
concentrated on distinct plant diseases, such as those
affecting chili peppers, papayas, cotton, wheat, and
pearl millet. Fig. 6 provides a detailed breakdown of
the plant species for which diagnostics were conducted
in the reviewed studies [7].

CONCLUSION

This review consolidates and synthesizes knowledge
on the Detection and Classification of Plant Leaf
Diseases, providing insights into the evolving research
landscape in this critical domain. Integrating ML, DL,
and image processing techniques signifies a paradigm
shift in approaching challenges posed by plant diseases
in agriculture. The observed trends in model selection,
feature extraction, and the focus on specific plant species
underscore the dynamic nature of this field. Identified
challenges, such as robustness in model performance
and the necessity for real-world datasets, point towards
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directions for future research. Stakeholders, including
researchers, practitioners, and policymakers, can derive
valuable insights from this overview of the state-of-the-
art and future possibilities in plant disease detection and
classification.
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ABSTRACT

Chatbots are robots used to facilitate faster and more accurate interactions between people. Today, chatbots are
attracting a lot of attention in various fields. Chatbots have the ability to recognize sentences and answer questions.
This project provides a chatbot for school management where users can log into the chatbot and perform all school
activities. It keeps all school activities up to date, doesn’t require students to be present, and the word order is
similar so users can review questions and understand the words used to provide the correct answer. Many natural
language techniques such as parsing, stemming, word segmentation and filtering are used in this chatbot for school
management.

KEYWORDS : Chatbot,Virtual assistant, NLP techniques, Sentiment analysis, Porter stemmer algorithm, Word

order similarity algorithm.

INTRODUCTION

chatbot is a computer program designed to support

nd facilitate human interaction. Chatbots enable

communication between humans and machines based
on words or commands.

LLMs like ChatGPT provide a way to create interactive
and powerful humanoid robots This experiment shows
how integrating humanoid robots into ChatGPT
can increase people’s trust. In this study, LL.M. To
investigate the impact of trust, what appears to be an
intelligent robot assistant that can communicate with
human workers and is robust to different languages [3].

Chatbots are designed to work without humans. Chatbots
use various NLP technologies and artificial intelligence
algorithms. The school management robot project will
be developed using artificial intelligence algorithms. A
chatbot will be a web application that will analyze user
questions and provide corresponding answers.

Users can ask questions to the chatbot and it will
automatically answer the questions. The main purpose

www.isteonline.in  Vol. 47
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behind university administration chatbots is to save
the time of students and teachers. The chatbot will use
artificial intelligence to answer questions.

Radio recognition, also known as CR, is an evolution
of radio communications technology that can detect
active access in the wireless spectrum and change
the non-transmission state, present in many direct
network communications and improving network
performance[10].

By using chatbots, users do not need to visit the
university to ask or ask questions. Users must register
and then log in to access the chatbot. After registering,
users can ask the chatbot any questions about the
university. The chatbot will respond to the user through
a well-functioning graphical user interface (GUI).

Users can ask questions about the university using this
web application. The school management chatbot will
provide security for everyone’s information as users
will need to create their own ID and password. Manage
chatbots in universities. Users can update all school
related events.

April 2024



College Management Chatbot System Shelavale, et al

The development of A.I ChatGPT is required to
translate instructions to the robot to perform the task. It
uses advanced technology and uses extensive language
structures to create flexible instructions. It can be used
to open applications of intelligent chatbots to interpret
multi-step instructions [1].

PROJECT RELATED WORK

Chabot School of Management can be viewed as a
data entry that attempts to answer natural questions
by answering them. Chatbot selects and filters the
most appropriate answers using terms found in natural
language tools (such as analysis, classification, word
segmentation).

Chabot pre-processes the sentences provided by users
to reduce them to simple structures that can focus on
the chatbot’s current questions. The goal is to encourage
customers to get exactly what they want by providing
helpful information on questions.

The project describes the approach to the idea of creating
a chatbot that can be used throughout education to keep
students updated on all school activities.

This article basically explains how to create a chatbot
that can be used to answer users’ or students’ university-
related questions.

Chatbots accept input from the user and after analyzing
the input gives products suitable to the user’s questions.
Chatbots are mainly used to enable communication
between people and machines. The administrator
provides some information to the machine so that the
machine can recognize the sentence and decide the
answer to the question on its own.

The database used in this project is MySQL. When
connecting a chat application to the database, it will
not have to interpret the message and how to respond
to it. Therefore, representation knowledge and the
use of SQL in the functional model are required. The
data model created based on the discussion model
will be tested with the help of various scenarios. The
conversation with the chatbot will be controlled to
return to default mode. This was done so that some
additional information could be added to the repository
as it had not been modeled before. If the clause entered
in the file does not match, it is remodeled.
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ARCHITECTURE
Admin

Administrators feedback frequently asked questions
from students in the knowledge base so that the chatbot
can respond to user questions faster.

If there is no question in the file the question will be
answered by the Admin Guide.

User Login

Users create their ID and password to access the
Chatbot. After creating a profile, users enter the Chatbot
and can ask their questions to the Chatbot using GUI.
le as this is used to find the meaning of any word in the
world database.

Chat-Bot Responding System

The chatbot answering machine first takes the user’s
question as input and then runs algorithms on it to
analyze and answer the question.

a.NLP Technique

When a user asks a question to a chatbot, the chatbot
uses various NLP techniques to check the meaning of
the complaint. Use part-of-speech tagging and Wordnet
dictionary to check understanding, then use sentiment
analysis to check hearing First I disagree based on their
assessment.

Search Queries in Database

Once you detect a negative message, look for
information about responses to user complaints . Since
many users may ask the same question in different ways,
the exact answer to the question must be determined in
the knowledge base.

o BOT St Dt aburiar Corwnact ity
< - toarne Fomeal
—— & T
= T
<
Aty b
ey
=
Oatabuane

Figure 1: Chatbot Architecture
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Answer The Queries

As mentioned above, when the user files a complaint,
the level of disagreement and the user’s actual problem
are determined. Then check the repository for such
issues. It means that if an answer is found, the answer
will be sent to that user. If a particular question cannot
be found in the repository, it will be answered by the
admin. When he/she answers the question the response
is sent to the user. These questions are stored in the
database along with their answers, when these questions
are asked the answers are retrieved directly from the
database. Because this manager doesn’t need to answer
the same questions.

ALGORITHMS
Porter Stemmer Algorithm

Porter Stemmer algorithm is used to extract words
from the English language. Elimination of the result is
important to reach knowledge.

Word Order Similarity between Sentences
T1 : A dog Jumps over Fox.
T2 : A fox Jumps over Dog.

Some words in both sentences are the same. So using
bag of words the machine will give the same answer
but because there are some differences between
the sentences but this is different but can be seen by
machines by humans. word matching algorithm is
used in the chatbot system to detect small differences
in sentences. Chatbots can provide accurate answers to
users’ questions.

NLP Techiques
Parsing

Parsing technology is used to provide structure to text
links so that the chatbot can understand complaints
more easily.

Stemming

Stemming is one of the NLP techniques used to return
individual words to their roots.

Tokenizing

Tokenization technology is used to break the phrase or
phrase into smaller units; this will be easier to provide
and can be easily identified by chatbots.
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Mining :

Chat Conversations between chatbot and human are
analyzed in order to identify if these interaction will
be able to identify the users topic of interest and can
provide user satisfaction.Users Input are Analyzed
using Text Minning.

1.Analytic Process 2.Data Overview 3.Topic Extraction:

This Methods will be helpful to show various ways in
which interaction data between human and chatbot can
be used to en- hance the companies knowledge about
need of their user as well as user satisfaction[2].

CONCLUSION

We created Chabot, which any organization can use
to help users ask questions. When the question is
saved in the database, an automatic token is created
and given to the user via SMS. Natural language
processing technology is used to identify, tokenize, root
and filter queries. The output is fed into an algorithm
that calculates the strength of the sentence. Choose
the strength of the dispute; This will help prioritize
questions so that service providers can resolve them.

In this way the plan will help many organizations to
provide satisfaction to fewer customers. It will save
a lot of time for university administration, university
students and teachers.
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ABSTRACT

Technology is advancing in various fileds. The paper focuses on addressing customer needs and emphasizes the
importance of time in the real world. However, people often spend a significant amount of time in supermarkets,
facing issues like long queues at the billing section and difficulty in calculating the total cost of purchased items.

To tackle these problems, the paper proposes a solution known as the “Smart shopping trolley with automated
billing.” The IoT kit includes components like RFID tags, an RFID reader, LCD display, and Bolt ESP8266. The
process involves consumers placing items in the trolley, where the RFID reader scans the RFID tag of each item,
displaying the value on a digital display panel. Once the consumer completes their shopping, the bill is sent to
the counter section, saving time and allowing consumers to know the total cost of their purchased items early on.

KEYWORDS : LCD display, Shopping trolley.
INTRODUCTION

landscape of sensor research and development. and to
provide a thorough understanding of the current state
and future trends in sensor technologies.

TYPES OF SENSOR

Sensors are devices that detect and measure physical or
chemical phenomena and convert them into electrical
or digital signals. The main function of a sensor is
to provide information about its surroundings or
environment.

A:omprehensive review of sensors encompasses
n exploration of various sensor types, ranging
from traditional to cutting-edge technologies, such as
temperature sensors, pressure sensors, and proximity
sensors. The paper delves into the working principles
of these sensors and discusses advancements in sensor
technologies, including the integration of MEMS,
nanotechnology, and quantum sensing. It highlights the
diverse applications of sensors across industries such as

healthcare, automotive, agriculture, and environmental 1. Temperature
monitoring. The review emphasizes the role of 5 proccure
sensors in smart systems and the Internet of Things o
(10T), detailing their contributions to smart cities and 3. Proximity
connected devices. 4. Light
Wireless sensor networks, energy harvesting, and 5 Motion
sensor fusion techniques are explored, shedding light .
on their importance for remote monitoring, power 6. Humidity
optimization, and enhanced data accuracy. Challenges 7. Gas

in sensor technologies, including calibration, reliability, 2 Sound
and security, are discussed alongside potential future

directions, providing insights into the evolving 9. Image
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10. Biometric

11. Force

12. Magnetic

13. Radiation Sensors
14. Inertial Sensors

TEMPERATURE SENSORS

Digital Temperature Sensor

IgSdirectory.com

Fig 1. Digital Temperature Sensor

Temperature sensors serve the purpose of gauging
the extent of warmth or chilliness in an object.
The functionality of a temperature meter hinges on
the voltage traversing the diode. The alteration in
temperature is directly proportionate to the resistance
of the diode.

As the temperature drops, the resistance decreases, and
conversely, it increases as the temperature rises. The
diode’s resistance is measured, and this measurement
is translated into temperature units, which are then
presented in numerical format on readout units. In
geotechnical monitoring applications, these sensors find
application in determining the internal temperatures of
structures like dams, bridges, and power plants.

Incorporating a temperature sensor into a control or
compensation circuit necessitates an output in a practical
format from the detection circuit. Analog circuits
typically yield resistance as the output. To integrate
the temperature measurement into a digital control and
compensation setup, it must be converted into a digital
format suitable for processing by a Microcontroller Unit
(MCU). This is commonly achieved by interpreting the
measurement as a voltage through the utilization of an
analog-to-digital converter (ADC).

www.isteonline.in  Vol. 47

Special Issue No. 1

PRESSURE SENSORS

Fig 2. Pressure Sensor

Pressure sensors are like special tools that can sense
and show us when the force on a liquid or gas changes.
Imagine a closed box with air inside, and we want to
know if we’re squeezing or releasing the air inside. A
pressure sensor helps us see and keep track of these
changes. It’s like a helpful tool that lets us know when
things are getting squeezed or relaxed, whether it’s in a
closed box or even in the open air around us.

Strain Gauge Pressure Sensors

These use a flexible diaphragm that deforms under
pressure, causing a change in resistance in a connected
strain gauge.

* Piezoelectric Pressure Sensors: These generate an
electrical charge when subjected to pressure, based
on the piezoelectric effect.

* Capacitive Pressure Sensors: These measure
changes in capacitance between plates, with one
plate being flexible and deforming under pressure.

PROXIMITY SENSORS

Proximity sensors are like magic eyes that can find
objects without actually touching them. Unlike some
other devices that need to touch things to know they’re
there, proximity sensors use special tricks to feel the
presence of objects without any physical contact. This
means they won’t scratch or damage the objects they’re
checking.

Proximity switches work using a principle called
inductive coupling.” They create a magnetic field, and
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when something comes into this field, it messes up the
magnetic field, causing the switch to turn on. There
are three main types of proximity switches: nductive,
capacitive, and photoelectric.
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Fig 3. Proximity Sensor

LIGHT SENSORS

Fig 4. Light Sensor

A light sensor circuit is a basic setup that turns on
when it senses light. It consists of a photoresistor and
a transistor. When light shines on the photoresistor, it
transforms the light energy into an electrical signal,
which then activates the circuit.

A light sensor circuit activates when light is detected by
the circuit. It is a simple circuit including a photoresistor
followed by a transistor. When light strikes the surface
of the photoresistor, light energy is converted into an
electrical signal and thus, the circuit is operational.

The Light Sensor is an analog sensor, and it returns
values in the range of 0 to 4095. Higher values indicate
that the sensor is in a darker area, and lower values

v.isteonline.in  Vol. 47

Special Issue No. 1

indicate lighter areas. Note: Remember that it is
important to calibrate your Light Sensor by calculating
a threshold value.

Light sensors measure illuminance, which can be used
to measure more than the brightness of a light source.
Because the illuminance decreases as the sensor moves
away from a steady light, the light sensor can be used to
gauge relative distance from the source.

Light sensors are commonly used to detect ambient light
and can be used to control the switches of electronic
equipment. This includes automatic lighting, safety
systems, and automatic curtains.

Light sensors are also used in lighting control systems.
These sensors measure the amount of ambient light
present and adjust the electric lights accordingly.

MOTION SENSORS

Fig 5. Motion Sensor

These sensors can feel the warmth from people and
animals. If the sensor notices more warmth, like
someone coming close, it tells the home security
system. Then, the security system makes a loud noise
to alert you that someone might be around when they
shouldn’t be.

A motion sensor, serving to detect movement or changes
in the physical environment, operates using different
principles. The most common type, Passive Infrared
(PIR) sensors, identifies changes in infrared radiation
when warm objects, like humans or animals, enter
their field of view, triggering a response. Other motion
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sensors include Ultrasonic sensors emitting ultrasonic
waves, Microwave sensors analyzing microwave
reflections, and Dual Technology sensors combining
multiple technologies for enhanced accuracy. Motion
sensors find applications in security systems, activating
alarms upon unauthorized movement, and in lighting
control, managing the illumination of spaces based
on detected motion. Despite their utility, motion
sensors face challenges such as the potential for false
alarms, especially in outdoor settings where animals
or environmental factors can inadvertently trigger the
sensor. Strategic placement and sensitivity adjustments
help mitigate these challenges, making motion sensors
integral to security, automation, and energy conservation
in various technological applications.

SOUND SENSORS

Purpul LED

Fig 6. Sound Sensor

Imagine a sound sensor as ea rs for a machine. This
sensor listens to sounds around it and turns them into
signals that the machine can understand. It has a tiny
board with a microphone and special circuitry. sound, it
measures how loud it is and sends a signal to the machine
using a chip. This helps the machine know when there’s
noise around. In measuring sound, the main tool is the
microphone. Think of it as ears for machines. These
microphones can hear different frequencies, from what
we humans can hear to even sounds that are too high or
too low for us. They help us understand and measure all
sorts of sounds in our surroundings.
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A sound sensor, utilized for detecting and measuring
sound levels in various settings, functions by
converting sound waves into electrical signals through
a microphone or piezoelectric element. These devices
are integral in applications like noise monitoring in
industrial environments, security systems for detecting
unusual sounds, and home automation systems
responding to specific sound patterns. There exist
analog sound sensors, providing an output proportional
to sound intensity, and digital sound sensors offering
a digital output signal based on predetermined
thresholds. Despite their usefulness, challenges include
sensitivity to ambient noise, necessitating additional
signal processing, and calibration to ensure accurate
measurement. Overall, sound sensors play a vital role
in modern technology, contributing to safety, security,
and automation in different domains.

GAS SENSOR

Gas sensors are like electronic noses that sniff out and
recognize different gases. They’re often used to find
harmful or explosive gases and measure how much of
them is in the air.A gas sensor, essential for identifying
and measuring the concentration of gases in different
environments, plays a critical role in ensuring safety
and environmental monitoring. These sensors operate
on various principles, each contributing to their
versatility in gas detection. Chemiresistive sensors,
for instance, detect gases by measuring changes in
electrical resistance, while infrared sensors rely on the
absorption of infrared light by gases. Catalytic sensors
monitor temperature changes resulting from gas-catalyst
interactions, providing another effective detection
method. Photoionization detectors use ultraviolet light
to ionize gas molecules, generating an electric current
proportional to gas concentration. Additionally, metal
oxide gas sensors track changes in the conductivity
of a semiconductor when exposed to specific gases.
The applications of gas sensors are extensive, ranging
from industrial safety measures to environmental
pollution detection and home safety systems. Despite
their usefulness, gas sensors face challenges such as
calibration requirements and sensitivity variations. In
conclusion, gas sensors, with their diverse detection
methods, significantly contribute to maintaining safety
and environmental well-being in various settings.
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Fig 7. Gas Sensor
CONCLUSION

RFID (Radio-Frequency Identification): RFID tags and
readers can be used to track and manage items placed in
the trolley. Ultrasound Sensors:

Ultrasonic sensors can be used to detect obstacles and
measure distances. They are helpful for implementing
collision avoidance systems, ensuring that the trolley
can navigate through a space without bumping into
objects. Wheel Encoders: Wheel encoders can be used
to measure the rotation of the wheels, allowing for
precise control of the trolley’s movement and position.
Camera and Computer Vision Cameras  combined
with computer vision technology can be used for more
advanced applications, such as object recognition,
barcode scanning, and even autonomous navigation.
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This Specific Sensors Used For smart trolley system
types project and Additionally, integration with a
microcontroller or a central processing unit is crucial
to gather data from these sensors and make intelligent
decisions based on that information.

REFERENCES

1.  “International Journal of Advanced Research in
Communication Engineering, Vol.4, Issue 8, August
2015,” Jaspreet Singh, Mohit Kumar Anju, Varun
Sanduja.

2. “International Journal of Pure and Applied
Mathematics, January 2017,” K. Lalitha, M. Ismail,
Sasi Kumar Gurumurthy, A. Tejaswi. “DESIGN OF AN
INTELLIGENT SHOPPING BASKET USING IoT.”

3. Shyamambika, N., and Thillaiarasu, N., 2016.
“Attaining integrity, secured data sharing, and removal
of misbehaving clients in the public cloud using an
external agent and secure encryption technique.”

4.  Thillaiarasu, N., and Chenthur Pandian, S., 2017. “A
novel scheme of safeguarding confidentiality in public
clouds of service users of cloud computing.” Cluster
Computing.

5. Shyamambika, N., and Thillaiarasu, N., 2016, January.
“A survey on acquiring integrity of shared data with
effective user termination in the cloud.” In Intelligent
Systems and Control (ISCO), 2016 10th International
Conference on (pp. 1-5). IEEE.

6.  Thillaiarasu, N., and Chenthur Pandian, S., 2016,
January. “Enforcing security and privacy over multi-
cloud framework using assessment techniques.

April 2024



Animal/ Object Recognition and Monitoring System using ML

Kajal Shete Vaishnavi Mandlik

D kajalshete4113@gmail.com

Rushikesh Bhopale
D4 bhopale372@gmail.com

P4 vaishnavimandlik551 @gmail.com

R. M. Mulajkar
D41 Dr.R.M.Mulajkar@gmail.com

E&TC
Jaihind College of Engineering
Kuran, Pune, Maharashtra

ABSTRACT

This paper involves the study of Object Detection and Image Recognition using CNN , a dataset is created
especially for Leopard, using thousands of images, the dataset is trained for our model using ESP32 CAM module
image is captured and processor compare with dataset if it match with dataset then output is generated. The results

are obtained with CNN network.

KEYWORDS : CNN, Object detection, Image recognition, ESP32, Tensor flow.

INTRODUCTION

he “Leopard Detection Using Machine Learning

and Alarming System” aims to develop a system
that can accurately detect leopards using a combination
of hardware and software components. The project
utilizes an ESP32-CAM module for image capture,
an Edge Impulse website for machine learning-based
leopard detection, and a 4-inch school gong bell with
ULN2003 and Relay Module for alarming purposes.
The “Leopard Detection Using Machine Learning and
Alarming System” project combines hardware and
software components to create an effective system for
detecting leopards in a given area. The ESP32-CAM
module [6] captures images, which are processed and
transmitted to the Edge Impulse website for machine
learning-based detection. Upon detection, the system
activates the 4-inch school gong bell to provide an
alert. This project has potential applications in wildlife
conservation and safety for human populations in areas
where leopards may pose a threat.

The coexistence of humans and wildlife in shared
habitats presents a unique set of challenges, particularly
in regions where potentially dangerous animals, such
as leopards, roam freely. As urbanization continues to
encroach upon natural habitats, encounters between
humans and wildlife are becoming increasingly
common. [3]
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In order to mitigate potential conflicts and ensure the
safety of both humans and wildlife, innovative solutions
arerequired. The project titled “Leopard Detection Using
Machine Learning and Alarming System” represents a
significant step towards addressing this critical issue.
Leopards, the crucial role leopards play in maintaining
ecological balance in their habitat. However, their
presence near human settlements can pose significant
risks to local communities. In areas where leopards are
known to inhabit, the need for effective detection and
alert systems is paramount.[1] Traditional methods of
detection, such as human patrolling and camera traps,
while valuable, often fall short in terms of real-time
responsiveness and accuracy.

In recent years, advancements in technology,
particularly in the fields of artificial intelligence
and hardware development, have opened up new
possibilities for wildlife conservation and human-
wildlife conflict mitigation. The integration of machine
learning algorithms with edge computing devices has
enabled the creation of systems capable of real-time
animal detection and response. The primary objective
of the “Leopard Detection Using Machine Learning and
Alarming System” project is to develop a comprehensive
system that combines cutting-edge hardware and
software components to achieve accurate and timely
leopard detection. By harnessing the capabilities of an
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ESP32-CAM module for image capture, leveraging
the power of machine learning through the Edge
Impulse platform, and employing a physical alarming
mechanism with a 4-inch school gong bell, this project
aims to revolutionize the way we approach wildlife
detection and alerting.

Fig: Real time detection. [8]

The “Leopard Detection Using Machine Learning and
Alarming System” project holds immense promise for
wildlife conservation and human safety. By seamlessly
integrating hardware and software components, it
offers a comprehensive solution to a critical issue faced
by communities living in close proximity to leopard
habitats. This invention not only enhances the safety of
humans but also helps to the conservation efforts aimed
at protecting these magnificent creatures.

In the subsequent sections of this report, we will delving
into the detailed components of the project, including
the hardware setup, software implementation, data
processing, and themachine learningmodel development
process. [5] Additionally, we will explore the potential
applications, scalability, and future enhancements of
the system. Through this comprehensive study, we aim
to provide a thorough understanding of the “Leopard

www.isteonline.in  Vol. 47

Special Issue No. 1

Shete, et al

Detection Using Machine Learning and Alarming
System” project and its implications for wildlife
conservation and human well-being.

The crucial role leopards play in maintaining ecological
balance in their habitat stems from their status as apex
predators.. However, their presence in close proximity
to human settlements can pose a significant threat to
both human populations and livestock. [4] Developing
effective methods for early detection and alerting of
leopard presence is essential for mitigating potential
conflicts and ensuring the safety of both wildlife and
humans.

In response to this need, the project “Leopard Detection
Using Machine Learning and Alarming System”
leverages cutting-edge technology to create a system
that can accurately detect leopards and provide timely
alerts to concerned parties. By integrating the ESP32-
CAM module, Edge Impulse website, and a 4-inch
school gong bell with ULN2003 and Relay Module,
and Tensor Flow. [9] The human-leopard conflict is a
persistent issue in regions where these big cats share
habitats with human communities. Encounters with
leopards can lead to livestock loss, economic setbacks
for farmers, and, in extreme cases, pose a direct threat
to human lives. Traditional methods of monitoring and
detection often fall short in providing timely warnings,
necessitating the development of more advanced and
efficient systems.

(CONVOLUTIONAL NEURAL
NETWORK) CNN

A Convolutional Neural Network is a type of artificial
Neural network that is particularly well-suited for tasks
related to image recognition and processing. CNNs [7]
play a crucial role in analyzing visual data.

Com. Maduls Clanadicaton

Cory Madcls

Fig: CNN layers

Convolutional Layers: CNNs use convolutional layers
to automatically learn various patterns and features
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from input dataset. These layers consist of filters
(also called kernels) that slide across the input image,
detecting patterns or features. These patterns can range
from simple edges to complex textures.[2]

Pooling Layers: After convolutional layers, pooling
layers are often used to down sample the spatial
dimensions of the input volume, reducing computation
in the network and helping to make the learned features
more invariant to scale and orientation changes.

Flattening and Fully Connected Layers: The
convolutional and pooling layers are generally followed
by one or more fully connected layers. These layers take
the high-level filtered information from previous layers
and use it to classify the input into different categories.
This layer produces the output of the network.

Training: In the training phase, the CNN learns to
recognize patterns and features by adjusting its internal
parameters through a process called back propagation.
This involves adjusting the weights and biases of the
network based on the error between predicted and
actual outputs.

Fig : Dataset
RESULT AND DISCUSSION

This study design shows solution towards wild animal
attacks. In which the module gives alarm when wild
animal observed in the range of ESP32 CAM module.

CONCLUSION

This framework is helps to monitor the activity of
animals and detecting wild animals. This approach helps
to save the animals from human hurting and humans
from animal attacks. This framework also generates
alert when wild animal is detected.

www.isteonline.in  Vol. 47

Shete, et al

REFERENCES

1.

10.

Special Issue No. 1

Gaurav Pendharkar, A.Ancy Micheal, Jason Misquitta,
and Ranjeesh Kaippada. “An Efficient Illumination
Invariant Tiger Detection Framework for Wildlife
Surveillance”, arXiv:2311.17552v2 [cs.CV] 5 Jan 2024

B. Natarajan, R. Elakkiya, R. Bhuvaneswari, Kashif
Saleem , Dharminder Chaudhary, Syed Husain
Samsudeen, “Creating Alert Messages Based on Wild
Animal Activity Detection Using Hybrid Deep Neural
Networks”,IEEE,2023.

Mai Ibraheam , Kin Fun LI Fayez Gebali, “An
Accurate and Fast Animal Species Detection System
for Embedded Devices”, IEEE, 2023.

Jeremy S. Dertien , Hrishita Negi, Eric Dinerstein,
Ramesh Krishnamurthy. “Mitigating human—wildlife
conflict and monitoring endangered tigers using a real-
time camera- based alert system” BioScience, 2023,
73, 748-757 Advance access publication date: 14
September 2023.

Davide Adami 1 , Mike O. Ojo 2, Stefano Giordano,
“Design, Development and Evaluation of an Intelligent
Animal Repelling System for Crop Protection”, IEEE,
2021.

Ines Mahmoud, Imen Saidi, Chadi Bouzazi, “Design of
an IOT System based on Face Recognition Technology
using ESP32-CAM”, IEEE 2022.

Orest Kupyn, Dmitry Pranchuk “Fast and Efficient
Model for Real-Time Tiger Detection in the Wild”,
IEEE 2021.

Md. Nazmus Sakib Ohee, M. A. G. Asif “Real-Time
Tiger Detection using YOLOvV3” International Journal
of Computer Applications (0975 — 8887) Volume 175—
No. 11, August 2020.

Mohd Azlan Abul, Nurul Hazirah Indral, Abdul Halim
Abd Rahman, Nor Amalia Sapiee and Izanoordina
Ahmad, “A study on Image Classification based on
Deep Learning and Tensorflow”, ISSN 0974-3154,
Volume 12, Number 4 (2019), pp. 563-569.

Edoardo Pasolli, Farid Melgani, Devis Tuia, Fabio
Pacifici, and William J. Emery, “SVM Active Learning
Approach for Image Classification Using Spatial
Information”. VOL. 52, NO. 4, APRIL 2014.

April 2024



Wireless Charging Pad for Multiple Devices

Sakshi Modhave Kajal Nalawade Siddhi Shinde
>4 sakshimodhave0911@gmail.com >4 kajaln095@gmail.com 04 siddhishinde2656(@gmail.com
E&TC

Jaihind College of Engineering
Kuran, Pune, Maharashtra

ABSTRACT

This paper represent the design and working of wireless charging pad for multiple device which is use to charge
the device such as mobile, smart watch, ear bud, Bluetooth etc. wireless means the device that do not have any type
of wire to charge our device. We know the life of battery of mobile phone is always major problem for people so,
they always complaint about their life of battery. They do not have long battery life so, they have to charge their
phone many times.by using wireless charging pad we can charge our device anywhere and anytime. In wireless
charging pad there is new concept to charge our device without any charger we can charge it automatically. In this
there are two circuits one is transmitter and second is receiver. In this the transmitter circuit have AC to DC rectifier
circuit after that it is modulated by pulse width modulator circuit. By using Faradays® law of mutual induction in
which PWM is connected to the primary coil of transmitter and the secondary coil is get induced electromagnetic
interference then AC to DC bridge circuit is used for connect the pin of charger to mobile. Microcontroller is used

for avoid the overcharge the battery.

KEYWORDS : Mutual inductance, Mobile phone, Wireless charging.

INTRODUCTION

he concept of transfer the wireless power was

realized by Nikolas tesla, which could make the
some change in the electronic engineering field that is
helpful for remove the use of conventional copper cable
and long current carrying wires. Wireless charging pad
for multiple devices are most convenient and easy to
use. They allow you to charge the multiple devices at
a time such as mobile phones, smart watches, ear bud,
Bluetooth, etc. which does not required the multiple
cables, it is a great way to keep all your devices
powered up. Wireless charging eliminates the cable
which are required for charge the mobile phone and
other appliances. Wireless charging allow easy to use
battery charging of mobile devices providing any hassle
with plugs as well as cable only place the your mobile
phone on charging the pad then it charge automatically.
The concept of this project demonstrates the purpose of
wireless charging system. The efficiency of the system
is generally calculated by distance between the coils.
The wireless charging system allows the people without
wire charge their mobile phone without plugging in
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the mobile adaptor. The system is demonstrated using
charging pad where user just needs to place their adapter
to charge the mobile.

INTRODUCTION OF WIRELESS
TECHNOLOG

The working principle of wireless charger is generally
based on the concept of mutual inductance .There
are different type of technologies of wireless charger
that are classified into non-radiative coupling based
charging and radiative RF based charging. There are
three technique which is consist the former namely
inductive coupling, magnetic resonance coupling and
capacitive coupling .wireless chargers are super cool
way to charge your device without any cords or cables
.they use electromagnetic field to transfer the power
from the charging p pad to device .All you have to do
is place your phone or any other gadgets on the charging
pad then it will be charge without wire .suppose, you
have to charge the multiple at a time then put in on
charging pad it will reduce clutter .There are different
shape and size of wireless charger. From charging pads
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to stands, and can be used with smart phone, smart
watches and wireless ear buds. The wireless technology
makes our life more convenient and easier. .Imagine
you are sitting on chair and reading a newspaper and
automatically charging your mobile phone by placing
it on a table without any need of wireless charger. The
most common method of wireless charging is inductive
coupling. .Inductor generally induced the current to
produce the magnetic field. This technique is generally
based on the electromagnetic induction .With wireless
technology we can enjoy the freedom of mobility and
convenience .wireless technology uses the different
type of method like radio waves, infrared signal which
is required to transmit the data and communication
between the device.

RELATED WORK

Wireless charger is one of the good topics of transfer
the inductive power. We know that if the distance
between the primary side and the secondary side and
secondary increases then efficiency is decreased. As a
result, without any contact with wire better contactless
transfer control mechanism and better quality of
metal with high mutual coefficient is necessary. The
capacitor is used in the primary side and secondary side
to increase the transfer efficiency. Prof. Siddhesh N.
Upasani, Miss. Gauravi Rajput, Miss. Petare Utkarsha
Suresh , Miss. Kangane Sushmita.”Wireless charging
pad for multiple devices”, 2017. Has given overall
historical background, different issue of technology. It
also gives different type of wireless technology and also
engineering application are discussed for understanding
which is better and which is required for application.
The authors also shared arguuments on engineering
challenges and development of charging by using the
wireless mode. Venkata Thota Pruthvi Merugu Kavitha,
Phaneendra Babu Booba, D Mohan Reddy, ,,Design
of a wireless charging system for Mobile and Laptop
application®, 2018. In this paper a Universal wireless
charging system (UWCS) is designed, in which copper
coils are connected series in fashion by means of
electronic switches. It provides the better structure of
coil for UWC system for laptop and mobile application.
Chung-Yu Wu , Life Fellow, Sung-Hao Wang, Li-
Yang Tang, ,,CMOS High Efficiency Wireless Battery
charging system with Global Power Control Through
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Backward Data Telemetry for Implantable Medical
DEVICES™ ,2020. This paper give the detailed
information about high-efficiency CMOS wireless
charging of battery system with voltage tracking
through PLSK(pulsed load- shift keying) backward
data elementary technology is designed. Kuan-Ting Lai,
Member ,IEEE, Fu- chiung Cheng, Seng- Cho T. Chou,
Yi-chun Chang, Guo-Wei Wu, andnJung —cheng Tsai,"
Any Charge: An IOT based wireless charging Service
for the Public™,2019. In this paper we have research
the mobile phone become necessary for the modern life
that is used for different activity such as text message,
gaming payments, video streaming. All of these tasks
consume the significant power of the battery which is
important for public charging services. In ISTP Journal
of Research in Eletrical and Electronic engineering
(ISTP-JREEE) (I0OCRESM 2014), “Wireless Power

Transmission for Mobile and Vehicle” Vithyaa.M,
Marthandan.R has been creating the basic principle of
wireless charging. It is not only for mobile but also for
vehicles and it also provides the mechanism for paper.
This literature survey helps in deciding the main goal of
our project. It also provides problem definition of some
extent.

SYSTEM DESIGN

In the wireless charging, the block diagram consist
the two sections first one is the transmitter section and
second is receiver section .The transmitter section is
responsible for generating an alternating magnetic field.
It mainly include the power source such as adapter it
provide the electrical energy. This electric energy is
then converted into high- frequency AC power by an
oscillator. The AC power is amplified and sent to a coil.
This coil generates the magnetic field. On the other
hand the receiver, consist of coil that capture the energy
is then converted into electrical energy using rectifier
circuit. The Rectifier circuit convert the AC power into
DC power which is used for charge the device battery.
The power management system ensures efficient
charging. It includes components like voltage regulator,
current limiter, and temperature sensor. All of these
component help to regulate the charging process and
protect the device from overcharging or overheating and
optimal charging efficiency. The overall block diagram
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of wireless charging illustrates how the transmitter
generates the magnetic field.

Block Diagram of Trangmitter

0 | |Dgl | |Modetbaed | | LCTkbased
Supply '10mrm ™ Power Ampifier (™ Transmiting Col
. Block Diagram of Recsiver
load | | Filter Rectifer LC Tank Based
- - ™ Receiving Col
METHODOLOGY

The figure shows wireless charging pad for the multiple
devices. At the Transmitter side and Receiver side it
requires the copper coil. In the transmitter side DC power
supply which is also called as DC to DC converter. This
DC converter is a power supply that uses the DC voltage
as input instead of AC voltage. The main function
of DC power supply is to produce a regulate voltage
for electronic device. Digital oscillator having the
capability of producing electronic oscillator in the form
of signal wave. Digital Oscillator convert the one form
of power supply into another form of power supply. The
coil of transmitter is connected to the 230V, AC 50HZ
power supply. AC power is converted into the 12 V.
There are such as LC oscillator, wien bridge oscillator
crystal oscillator. Crystal oscillator which is also called
modern oscillator is operating at high frequency range.
The digital oscillator is connected to the MOSFET
based power amplifier. MOSFET (Metal Oxide
Semiconductor Field Effect Transistor) is a technology
of process the digital signal. When voltage is applied to
the gate electric field is generated that changes the width
of channel region. In the transmitting coil of LC tank the
capacitor store the energy in the electric field and the
inductor store the energy in the magnetic field. At the
Receiver side Rectifier convert the alternating current
into direct current by using on or more PN junction
diode. The filter circuit is capable of while attenuating
the other frequencies and the load device is used for set
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the resistance value different type of Oscillator. There
is different type of methodologies used in the wireless
charging pad for multiple devices .the most common
method is inductive charging. Inductive charging uses
electromagnetic field to transmit the power from the
charging pad to the device. It uses the copper coil in the
charging pad which generate alternating magnetic field.

HARDWARE

The photograph of project is shown in figure The mobile
phone getting charged with android application. The
hardware of transmitting and receiving section along
with the coils can be seen as well. In the wireless charging
it include the hardware component such as voltage
regulator, Copper Wire, MOSFET, Diode, Capacitor,
Resistor and LED current limiter temperature sensor.
All these component helps safe and efficient charging.
Different wireless charging standards, such as Qi may
have specific hardware requirement and specification.
The hardware component of the transmitter and receiver
remain consistent across different wireless technology.

ADVANTAGES

* With a wireless charging pad, you can charge
the multiple devices at the same time without the
need for separate charging cables.it simplifies the
charging process and reduce the cable clutter.
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* You can charge multiple devices, such as your
smartphone, smart watches and wireless ear buds,
all at once on a single charging pad.

» _.Itsaves time and ensures all your devices are ready
to go when you need them.

»  The mobile phone can charge anywhere anytime.

« Different models of device can also use the same
charger.

* For the contact free device it provide the better
product durability.

*  Wireless charging pad usually have built in safety
features to protect your device from overcharging
and overheating.

»  Wireless technology helps to the lifespan of your
device.

APPLICATION

1. It can efficiently use to power the different home
appliances without cable.

2. In consumer electronic there are many application
of wireless charging.

3. Inthe wireless technology it would lead to a number
of new applications in any vast field making
everything wireless.

4. On large scale it can be used in charging of car
batteries. Charging station help to fulfil this feature
when practically applied.

5. Without cable we can charge the home appliances.
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CONCLUSION AND FUTURE SCOPE

Wireless charging pad offer a clutter-free and convenient
way to charge multiple devices simultaneously. They
eliminate the need for adapters and charging cable
making it easier to keep your entire device powered
up. As for the future scope we can makes improvement
in the charging efficiency, faster charging speed and
compatibility with a wider range of devices. The
integration of smart features, such as intelligent device
detection and optimized charging algorithms, could
enhance the overall charging experience.
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ABSTRACT

To detect patterned fabric problems, the proposed work combines the regular band technique with a distance
matching function. The usage of regular bands defines the regularity of patterned fabric. The present work created
a modified distance matching function that can be utilized to calculate the periodic distance of repeating units in
patterned fabrics in both horizontal and vertical directions. This strategy offers greater precision in identifying

flaws such knots, thick and thin bars, holes, broken ends, and multiple threading than earlier methods.

INTRODUCTION

Fabric defect identification play a critical role in
preserving quality throughout the fabric industry
manufacturing process. In the past, visual inspection
was done by a human, which causes inaccuracy because
of human fatigue. As a result, accuracy and efficiency
were lower with traditional inspection methods.

In order to tackle the aforementioned issue, automatic
fabric defect identification is required to boost
manufacturing rate and quality [13], increasing the
product’s efficiency. Figure 1 illustrates the various
types of fabric flaws that can result from machine
malfunctions or spoilage, including holes, broken ends,
multiple knitting, knots, and oil strain.
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Many fabric issues, including a) broken ends, b) holes,
¢) knots, d) multiple threads, e) oil strain, and f) thin
bars, are shown in Figure 1.

These defects generate revenue losses by lowering the
quality of the product [1][12]. There are two types of
fabric: patterned and non-patterned. For the inspection
of patterned textures, several methods have been
devised [5]. The spatial distribution of the pixel values
is shown using statistical analysis. Using a variety of
techniques, Ngan [5] described regularity analysis for
patterned texture [9][10]. According to the concept
of spatial relationship, each pixel in a picture should
be dependent on and vary in value steadily with its
neighboring pixels.

RELATED WORK

The texture of patterned fabric is repeated in units. One
pixel in an image should depend on and continuously
change in value in relation to its neighboring pixels
according to the concept of spatial relationship. [5][8].
Numerous techniques have been devised for examining
the printed fabric. The auto correlation function
provides spatial frequency. The autocorrelation function
calculates a pattern’s periodic length on a plot by applying
the regularity approach[22][8]. Primitive textures with
large sizes do not perform well in the Co-occurrence
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matrix. Fabric defect detection was described by Chan
& Pang [6], however it is not a good fit for fabric
defect identification because of the absence of spatial
information. Kumar Ajay The Gabor filter approach,
which has computational complexity but provides both
frequency and spatial information, was described in [1]
[11][18][14]. A multi-resolution signal decomposition
technique is wavelet representation [24]. Wavelet
transforms (WT) [2][25][8] rely on wavelets, which
are discrete signals with a finite duration and changing
frequency. After detection, the WGIS approach provides
an outline of the problematic locations; however, the
discovered results are coarse. The spectral technique,
or Direct Thresholding (DT) [36, 38][8] For patterned
texture, the Bollinger Band approach is a shift-invariant
technique. After identification, the Bollinger Band
can show the locations of defects. When compared to
WGIS and DT methods, the Bollinger Band approach
is quicker, but it cannot identify flaws if there is just
a tiny color variation from the texture pattern [36, 37,
8]. Fabric flaw identification and texture categorization
are two applications for the local binary pattern (LBP)
feature [41]. It is multi-scale and rotationally invariant;
to find defects, the reference and test feature vectors
were compared.

PROPOSED METHOD

Using a distance matching function, we have extracted
arepeated pattern in the suggested work, and this period
is used to detect fabric defects. Using the regularity
technique, faults are found using the Regular band.
Any flaw is equivalent to a signal abnormality. The
signal value’s standard deviation shows whether there
is any irregularity. The standard deviation’s maximum
and minimum values represent the regular signal’s
tolerance threshold for normal variations. Should a flaw
be discovered, it will surpass this threshold of tolerance.
There are two phases to the RB method: training and
testing.

Training Stage
Step 1: Preprocess

Histogram equalization comes after color to grayscale
image conversion in image preprocessing. As seen in
Fig. 2, the equalization process eliminates any noise in
the image to maximize thresholding efficiency.
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Step 2: Adapted Distance Matching System : Finding
the competing unit’s repeating distance using the
distance matching algorithm while accounting for the
similarity of surrounding patterned fabric units. [7][16].

“Sum™(p) = X (x=D'M ¥ (y=DIf(xy)-fx,y+p)]-

[*(N-p)*2 (1)
“Sum”_ky (p) = 2 (y=D'N Y x=D[xy)-
f(x+p,y)]"(M-p)"2 (2)

P’s maximum value is calculated by taking into account
the minimum one fold repetition of the patterned unit
and dividing it by the total number of rows and columns.
Equations [13][15](3-6) are used to compute the initial
forward and reverse distances.

Dy(p) = Sumyy(p + 1) — Sumu(p) 3)
Da(p) = Sumyg(p +1) — Sumyy(p) @)
Dy(p — 1) = Sumy(p) — Sumy(p — 1) (5)
Dy(p — 1) = Sumyy(p) — Sumyy(p — 1) (6)

il

= = P

B~ R

Second Forward Distance
Second Forward Distance

n & @ @ m m ow @ I
Period Peniod

Fig 4. a) 2 nd forward distance in rows b) 2 nd forward
distance in coloumn

Step 3:Regular band Calculation

an
.
j=1 1

Hr, = a

(7
The standard deviation’s maximum and minimum
values represent the regular signal’s tolerance threshold
for normal variations. Should a flaw be discovered, it
will surpass this threshold of tolerance.

" ®)
The standard deviation is denoted by & (r n).
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Regular Band Calculation: Light Regular Band (LRB)
and Dark Regular Band (DRB)[5] are computed on
both rows and columns for each image.

L]"'n = {:H]ﬂ-ﬂ - 5"‘?2) + -“i'";rz

D?"n - (Ju?"rz + grn) - JI'Jr?"'n

Step 4: Obtain threshold Values

The regular band’s LRB and DRB are used to compute
four threshold values: These values indicate the bounds
of regularity for an image of non-defectively-pattered
fabric.

)
(10)

LR_I_:‘:..,,,-,,;=1113n-;::Ji.r.rt ) (1)
LRBmiz==tmin(L,. ) (12)
DR_BmE:ﬂlaK{Lrn ) (13)
DRByiy=min(L,. ) (14)

Testing Stage

With the exception of applying the threshold learned
in the testing picture for fault identification, as shown
in Fig. 4, the testing stage and training stage are
comparable.

First Step: Image preprocessing

Second Step : Adjusted Matching Distance Formula
Third Step : Standard band computation

Fourth Step : Detecting defects with thresholding

Image Acquisition

Special Issue No. 1

Caleulating
Fenodicity with the
Distance Matching
Column LRB Row LEB &
& DRB DEB
¥ ¥
Thresholding Thresheldmg
Defect Defact
Detection Detection
| Combined Final Defect ‘

Fig 5. The Suggested Algorithm’s Testing Procedure
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EXPERIMENTAL RESULTS

MATLAB R2015b is used to implement this method.
The TILDA textures database[42] is the subject of
extensive research to identify the hole, thick bar, knot,
thin bar, and oil strain depicted in Figure 5. As indicated
in Table 1, the algorithm’s performance is evaluated.

Fegular
Imaga +
Distance Matching

Type of
Diefpct

Broken
end

Hole

Koot

Multple

il
sirain

Fig 6. Using the suggested technique, defects on patterned
cloth were found

Table 1. Cross Validation Accuracy in %

Various | Broken | Hole | Knot | Multiple Oil
Methods end Defect | Defect | thread Strain
Defect Defect Defect
DT Method 82 87 85 80 89
WGIS 84 89 88 84 91
Bollinger 91 90 93 92 95
Band
Method
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Regular 94 95 96 96 94
Band
Method

Regular + 95 96 98 97 96
Distance
Matching

CONCLUSION

We have presented a supervised pattern fabric defect
detection method in this research that makes use of
modified distance matching function regularity analysis.
The moving average is computed using the period
obtained from the distance matching function. LRB,
and DRB. Our approach can effectively identify holes,
broad bars, thin bars, oil stains, and various netting
faults and is resistant to variations in illumination. Both
borderline and mild color variation issues are detected
by regular band. Since the Regular Band technique relies
on supervised learning, it is not suitable for detecting
faults in intricately patterned materials and requires a
significant amount of time.
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ABSTRACT

The RBAC framework is a system that defines basic techniques for accessing resources. Access control systems in
computer security regulate access to important resources including data protection, computers, computer systems,
and storage areas. ABAC policies include several attributes such as subjects, resources, and environment that
are part of the request. There are certain criteria about qualities that define their attributes. The system utilizes
Blockchain technology to provide innovative methods for publishing rules that grant access to data and resources.
It employs the Ethereum Virtual Machine (EVM) to enable the decentralized transfer of these rights among
users using smart contracts, ensuring self-enforceable policies in smart computing. This article presents a system
that implements role-based access control using Smart Contracts (RBAC-SC), which leverages smart contract
technology to manage organizational roles. Ethereum is a secure, versatile, and flexible Blockchain platform that
is available for free. As a result, smart contracts were developed. In our suggested paradigm, policies and rights
exchanges are encrypted blocks of data kept on the cloud, allowing users to add policies along with data or
resources and subjects at any time. And can confirm the current individuals with authorization to access the data
or resource. This approach enables distributive audit to prevent parties from cheating by falsely claiming rights
under the policy.

KEYWORDS : RBAC, ABAC, CP-ABE, Cloud storage, Blockchain, Virtual machine, Cloud service provider.

INTRODUCTION

BAC is a flexible architecture often used for access

control inside organizations, but roles may also be
used in a trans-organizational context. Take, for example,
the fact that students often have the option to purchase
books at discounted prices. The implementation of
role-based access control via the use of smart contracts
(RBAC-SC), trans-organizational RBAC systems
that makes use of Blockchain technology and smar